Global dynamics of cholera models with differential infectivity
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A B S T R A C T
A general compartmental model for cholera is formulated that incorporates two pathways of transmission, namely direct and indirect via contaminated water. Non-linear incidence, multiple stages of infection and multiple states of the pathogen are included, thus the model includes and extends cholera models in the literature. The model is analyzed by determining a basic reproduction number $R_0$ and proving, by using Lyapunov functions and a graph-theoretic result based on Kirchhoff's Matrix Tree Theorem, that it determines a sharp threshold. If $R_0 < 1$, then cholera dies out; whereas if $R_0 > 1$, then the disease tends to a unique endemic equilibrium. When input and death are neglected, the model is used to determine a final size equation or inequality, and simulations illustrate how assumptions on cholera transmission affect the final size of an epidemic.
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1. Introduction

Cholera and other waterborne diseases can be transmitted directly to humans by person-to-person contact or indirectly to humans via contaminated water. Cholera, which is a bacterial disease caused by the bacterium *Vibrio cholerae*, is a diarrheal disease that can, if untreated, lead to death. It is endemic in some regions (e.g., the Bay of Bengal [20]), but manifests as an epidemic outbreak in other regions (e.g., the Haiti outbreak in 2010 [1,41] and the outbreak starting in 2008 in Zimbabwe [31]). For more information about cholera and its occurrence, we refer the reader to [15]. Several models for this disease that take account of its two transmission pathways have been proposed and analyzed; see, for example, [1,5,7,9,14,19,31,38–41]. These models differ from each other in some aspects. Experimental studies suggest that a relatively high level of pathogen is needed to develop cholera [34], and thus saturating incidence is normally assumed for the indirect transmission [7,14,38,39], while mass action incidence is also seen in the literature (e.g., [9,40,41]). Laboratory studies also suggest that the infectivity of *Vibrio cholerae* existing outside the host decays in time, and thus cholera models with hyperinfectious and lower-infectious states of the pathogen have been studied (e.g., see [1,14]). For the direct transmission due to person-to-person contact, the differential infectivity of infectious individuals can be modeled using multiple infection stages [40]; the resulting models are usually called multi-stage models or stage progression models.

In this paper a general compartmental ordinary differential equation model for the transmission of cholera is proposed that incorporates both direct and indirect transmission, non-linear incidence, multiple infectious states of the pathogen, and multiple infection stages of infectious individuals. General forms for direct and indirect transmission include both mass action and saturating incidence. Heterogeneity in infectious host individuals and in the pathogen are included in terms of arbitrary numbers of stages of infectious individuals and states of the pathogen, respectively. Our model contains earlier cholera models in [7,14,31,38–40] as special cases, and our analysis also incorporates and extends many of the previous results. Specifically, the basic reproduction number $R_0$ is determined and proved to be a sharp threshold for the model with recruitment and death: if $R_0 < 1$, then the disease-free equilibrium is globally asymptotically stable, and cholera dies out; if $R_0 > 1$, then the disease-free equilibrium is unstable, a unique endemic equilibrium is globally asymptotically stable, and the disease persists at a positive level. As is the case for many other complex epidemic models, proving the global stability of the endemic equilibrium imposes significant mathematical challenges. For example, global stability of the endemic equilibrium has been established for only a few cholera models using various methods such as monotone dynamical systems, the geometric approach, and the method of Lyapunov functions (see [38–40]), while such global stability results are missing for other cholera models (e.g., the hyperinfectivity model in [14] and the stage progression model in [40]). In addition, some global stability proofs (see [31, Supporting Information] and [39, Theorem 4.13]) apply a constant...
The paper is organized as follows. In Section 2 we formulate our model including recruitment and death, then in Section 3 we consider equilibria and calculate the basic reproduction number \( R_0 \). The next two sections determine global stability in the case \( R_0 \leq 1 \) (Section 4) and \( R_0 > 1 \) (Section 5). For our model without recruitment and death, in Section 6 we consider the final size of a cholera epidemic. We conclude in Section 7 with a discussion.

### 2. Model formulation

The total population is divided into \( n + 2 \) compartments: a susceptible compartment, \( n \) infectious compartments representing different infection stages [40], and a removed compartment, with the number of individuals in each compartment given by \( S, I_i, 1 \leq i \leq n, \) and \( R \), respectively. These letters are also used to identify the compartment. A stage \( I_i \) can be interpreted as a latent stage if the infectivity of individuals in \( I_i \) is assumed to be zero. For cholera, the incubation period ranges from a few hours to 5 days, usually 2–3 days [15], although the latent compartment is normally neglected in other models cited above. The contaminated water is categorized into \( m \) levels [14], with the pathogen concentration \( C_0 \). Pathogen shed from infectious individuals in each infection stage enter \( B_k \), then progress to \( B_{k-1} \) and so on. For cholera disease, the infectivity of \( B_k \) normally decreases as \( m \) increases [14]. Susceptible individuals can be infected either by contacting infectious individuals (direct transmission) or by ingesting contaminated water (indirect transmission). All newly infected individuals first enter the stage \( I_i \), then \( I_2 \) and so on; see Fig. 1 for the flow diagram of this model. The incidence function is assumed to be of the form

\[
\sum_{j=1}^{n} f_j(S, I_j) + \sum_{j=1}^{m} g_j(S, B_j),
\]

where \( f_j \) and \( g_j \) represent direct transmission and indirect transmission, respectively. In the literature, functions \( f_j \) and \( g_j \) take different forms, such as mass action incidence \( f(x, y) = xy \) and saturating incidence \( f(x, y) = \frac{xy}{1 + \kappa y} \), see Table 1. Infectious individuals \( I_i \) are assumed to contaminate the water by shedding the pathogen at a rate \( h_i(l_i) \) per unit of pathogen concentration. In the literature, it is usually assumed that \( h_i \) is linear; see Table 1. Our analysis applies to the functions in Table 1 and others that satisfy the assumptions introduced below.

Based on the above assumptions and ignoring the removed individuals \( R \) (since \( R \) does not influence the dynamics of the other variables), a general cholera model can be formulated as the following system of \( n + m + 1 \) ordinary differential equations:

\[
\begin{align*}
\frac{dS}{dt} &= A - \sum_{j=1}^{n} f_j(S, I_j) - \sum_{j=1}^{m} g_j(S, B_j) - dS, \\
\frac{dI_1}{dt} &= \sum_{j=1}^{n} f_j(S, I_j) + \sum_{j=1}^{m} g_j(S, B_j) - (d + \gamma_1 + \alpha_1) I_1, \\
\frac{dI_i}{dt} &= \gamma_1 I_{i-1} - (d + \gamma_i + \alpha_i) I_i, \quad i = 2, \ldots, n, \\
\frac{dI_1}{dt} &= \sum_{j=1}^{n} h_j(l_j) - \delta_1 B_1, \\
\frac{dB_k}{dt} &= \delta_{k-1} B_{k-1} - \delta_k B_k, \quad k = 2, \ldots, m,
\end{align*}
\]

with non-negative initial conditions \( S(0), I_i(0), B_k(0) \geq 0 \) for all \( 1 \leq i \leq n, 1 \leq k \leq m \). The removed individuals satisfy

\[
\frac{dR}{dt} = \delta_k B_k.
\]

### Table 1

<table>
<thead>
<tr>
<th>((n,m))</th>
<th>(f(S,I))</th>
<th>(g(S,B))</th>
<th>(h(I))</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1,1)</td>
<td>0</td>
<td>(\frac{\kappa}{\delta_1})</td>
<td>(\Omega)</td>
<td>Codeço [7]</td>
</tr>
<tr>
<td>(1,1)</td>
<td>0</td>
<td>(S\alpha(B)^a)</td>
<td>(\Omega)</td>
<td>Tian et al. [38]</td>
</tr>
<tr>
<td>(1,1)</td>
<td>(\alpha SI)</td>
<td>(\frac{\kappa}{\delta_1})</td>
<td>(\Omega)</td>
<td>Tian and Wang [39]</td>
</tr>
<tr>
<td>(1,1)</td>
<td>(\alpha SI)</td>
<td>(S\beta B)</td>
<td>(h(I)^b)</td>
<td>Mukandavire et al. [31]</td>
</tr>
<tr>
<td>(1,1)</td>
<td>(\alpha SI)</td>
<td>(S\beta B)</td>
<td>(\Omega)</td>
<td>Tian and Wang [39]</td>
</tr>
<tr>
<td>(1,1)</td>
<td>(\alpha SI)</td>
<td>(S\beta B)</td>
<td>(\Omega)</td>
<td>Tien and Earn [40]</td>
</tr>
<tr>
<td>(1,2)</td>
<td>0</td>
<td>(\frac{\kappa}{\delta_1})</td>
<td>(\Omega)</td>
<td>Hartley et al. [14]</td>
</tr>
</tbody>
</table>

\(a\) \(\psi > 0, \phi < 0\).

\(b\) \(\psi > 0, h^* < 0\).
with \( R(0) > 0 \). Here \( A > 0 \) represents the constant recruitment, \( d > 0 \) denotes the natural mortality rate, \( x_i > 0 \), \( 1 \leq i \leq n \), represents the mortality rate due to the disease in the \( i \)th infection stage, \( y_i > 0 \), \( 1 \leq i \leq n - 1 \), represents the transition rate of infectious individuals from stage \( l_i \) to \( l_{i+1} \), \( y_n > 0 \) represents the recovery rate of \( B_m \), \( \delta_k > 0 \), \( 1 \leq k \leq m - 1 \), represents the transition rate of pathogen from \( B_k \) to \( B_{k+1} \), and \( \delta_m > 0 \) represents the removal rate of \( B_m \).

Functions \( f_i, g_k, \) and \( h_l \) are assumed to be sufficiently smooth so that solutions to (2.1) with non-negative initial conditions exist and are unique. For biological considerations, we are interested in non-negative solutions. Hence, we make the following biologically motivated assumptions throughout the paper.

\[ (H_1) \quad f_i(S, I) \geq 0 \quad \text{and} \quad f_i(S, 0) + f_i(0, I) = 0 \quad \text{for all} \quad S, I \geq 0, \quad 1 \leq i \leq n. \]

\[ (H_2) \quad g_k(S, B) \geq 0 \quad \text{and} \quad g_k(S, 0) + g_k(0, B) = 0 \quad \text{for all} \quad S, B_k \geq 0, \quad 1 \leq k \leq m. \]

\[ (H_3) \quad h_l(l) \geq 0 \quad \text{and} \quad h_0(0) = 0 \quad \text{for all} \quad l \geq 0, \quad 1 \leq i \leq n. \]

\[ (H_4) \quad \text{There exists some index} \quad i, \quad 1 \leq i \leq n, \quad \text{such that function} \quad h_i \quad \text{satisfies} \quad h_i(l) > 0 \quad \text{for all} \quad l_i \geq 0. \]

Assumptions \( (H_1)-(H_4) \) ensure that solutions of (2.1) starting with non-negative initial conditions stay non-negative for all \( t > 0 \). Assumption \( (H_2) \) allows the possibility of \( f_i \equiv 0 \) for some infection stage, which can be interpreted as latent or quarantined. If all \( f_i = 0 \), then direct transmission is ignored. Assumptions \( (H_2)-(H_4) \) allow the possibility of \( h_i \equiv 0 \) for some infection stage in which infectious individuals do not shed pathogen into the environment probably due to incubation or isolation, while assumption \( (H_4) \) is required to ensure involvement of the pathogen in the disease transmission.

Adding the first \( n + 1 \) equations of (2.1) gives

\[
\frac{d}{dt}(S + I_1 + \cdots + I_n) \leq A - d(S + I_1 + \cdots + I_n),
\]

which implies that

\[
\limsup_{t \to \infty} S(t) + I_1(t) + \cdots + I_n(t) \leq A.
\]

Let \( H_i = \max_{0 \leq q \leq 1} h_i(l_i) \) and \( H = \sum_{i=1}^{n} H_i \). It follows from the \( (n + 2) \)th equation of (2.1) that \( \frac{dh_i}{dt} \leq H - \delta_i B_i \) and thus \( \limsup_{t \to \infty} B_i(t) \leq \frac{H}{\delta_i} \). Thus from the last equation of (2.1), \( \limsup_{t \to \infty} B_i(t) \leq \frac{H}{\delta_i} \) for all \( 0 < k \leq m \). Therefore, the feasible region

\[
\Gamma = \left\{ (S, I_1, \ldots, I_n, B_1, \ldots, B_m) \in \mathbb{R}^{n+\cdots+1} : S + I_1 + \cdots + I_n \leq A, \quad B_k \leq \frac{H}{\delta_k}, \quad k = 1, \ldots, m \right\}
\]

is positively invariant with respect to model (2.1).

3. Equilibria and the basic reproduction number

It follows from assumptions \( (H_1)-(H_4) \) that model (2.1) always admits a disease-free equilibrium (DFE) \( P_0 = (S_0, 0, \ldots, 0) \) in \( \Gamma \), where \( S_0 = \frac{A}{d} \). Furthermore, by \( (H_4) \), \( P_0 \) is the unique equilibrium that lies on the boundary of \( \Gamma \). A positive equilibrium of (2.1), if one exists, is called an endemic equilibrium, and denoted by \( P^* = (S^*, I^*_1, \ldots, I^*_n, B^*_1, \ldots, B^*_m) \). Here \( S^*, I^*_1, \ldots, I^*_n, B^*_1, B^*_m > 0 \) satisfy the following equilibrium equations:

\[
A = \sum_{j=1}^{n} f_j(S^*, I_j^*) + \sum_{j=1}^{m} g_j(S^*, B_j^*) - dS,
\]

\[
\mu_i I_i^* = \sum_{j=1}^{n} f_j(S^*, I_j^*) + \sum_{j=1}^{m} g_j(S^*, B_j^*) - dI_i,
\]

\[
\delta_i B_i^* = \sum_{j=1}^{m} h_i(B_j^*).
\]

The following assumptions are introduced to define the basic reproduction number for the system (2.1).

\( (H_5) \quad \lim_{t \to \infty} e^{-\int_0^t \lambda(t) dt} = p_i \geq 0 \quad \text{for all} \quad 1 \leq i \leq n. \)

\( (H_6) \quad \lim_{t \to \infty} e^{-\int_0^t \lambda(t) dt} = q_k \geq 0 \quad \text{for all} \quad 1 \leq k \leq m. \)

\( (H_7) \quad \lim_{t \to \infty} e^{-\int_0^t \lambda(t) dt} = r_i \geq 0 \quad \text{for all} \quad 1 \leq i \leq n. \)

Using \( (H_1)-(H_3) \), it can be easily verified that \( p_i = \frac{\partial f_i}{\partial I_i} (S_0, 0) \), \( q_k = \frac{\partial g_k}{\partial B_k} (S_0, B_0) \), \( r_i = \frac{\partial h_i}{\partial B_i} (0) \) if \( f_i, g_k, h_i \) are differentiable.

We assume that new infections occur only in the \( I_1 \) compartment. Define two \((m+n) \times (n+m)\) matrices \( P \) and \( V \) with bidiagonal

\[
P = \begin{pmatrix}
  p_1 & 0 & \cdots & 0 \\
  \vdots & \ddots & \ddots & \vdots \\
  0 & \cdots & p_n & q_1 \\
  0 & \cdots & 0 & q_n
\end{pmatrix}
\]

\[
V = \begin{pmatrix}
  U & 0 \\
  -R & D
\end{pmatrix}
\]

with bidiagonal

\[
U = \begin{pmatrix}
  \mu_1 \\
  -\gamma_1 & \mu_2 \\
  \vdots & \ddots & \ddots \\
  \gamma_{i-1} & \cdots & -\gamma_2 & \cdots & \cdots & \mu_{n-1} \\
  \gamma_1 & \cdots & \cdots & \cdots & \cdots & -\gamma_1 & \cdots & \cdots & \cdots & \cdots & \mu_n
\end{pmatrix}
\]

\[
R = \begin{pmatrix}
  0 & 0 & \cdots & r_n \\
  0 & 0 & \cdots & 0 \\
  \vdots & \vdots & \ddots & \vdots \\
  0 & 0 & \cdots & 0
\end{pmatrix}
\]

and bidiagonal

\[
D = \begin{pmatrix}
  \delta_1 \\
  -\delta_1 & \delta_2 \\
  \vdots & \ddots & \ddots \\
  \delta_{m-1} & \cdots & -\delta_2 & \cdots & \cdots & \delta_m
\end{pmatrix}
\]

The dimensions of \( U, R \) and \( D \) are \( n \times n, \) \( m \times n \) and \( m \times m, \) respectively. Notice that both \( U \) and \( D \) have the Z-sign pattern, that is, non-positive off-diagonal entries. It can be verified that both \( U \) and \( D \) are non-singular \( M \)-matrices [3, p.137], and thus \( U^{-1} \geq 0, \) \( D^{-1} \geq 0. \) In fact, the \((i,j)\) entries of \( U^{-1} \) and \( D^{-1} \) satisfy
U_y^{-1} = \begin{cases} \frac{1}{n} & 1 \leq i = j \leq n, \\ 0 & 1 \leq i, j \leq n, \quad 1 \leq i < j \leq n, \\ \prod_{j=k}^{i-1} \frac{1}{j!} \prod_{j=k}^{j-1} \frac{1}{j!} & 1 \leq i \leq n, \\ 1 \leq j < i \leq n \end{cases}

and

D_y^{-1} = \begin{cases} \frac{1}{n} & 1 \leq i = j \leq m, \\ 0 & 1 \leq i, j \leq m, \quad 1 \leq i < j \leq m, \end{cases}

respectively. As a consequence,

V^{-1} = \begin{pmatrix} U^{-1} & 0 \\ D^{-1} R U^{-1} & D^{-1} \end{pmatrix} \geq 0

and thus V is a non-singular M-matrix. Following [8,42], the basic reproduction number $R_0$ is defined as the spectral radius of matrix $PV^{-1}$, that is,

$R_0 = p(PV^{-1})$

and the DFE of (2.1) is locally asymptotically stable if $R_0 < 1$, whereas it is unstable if $R_0 > 1$. Since $F$ has rank 1, straightforward calculation gives

$R_0 = p_1 + p_1 \gamma_1 + \cdots + p_n \gamma_1 \gamma_2 \gamma_3 \cdots \gamma_{n-1} + q_1 \gamma_1 + \cdots + q_m \gamma_1 \gamma_2 \gamma_3 \cdots \gamma_{m-1}$

Each term involving $p_i$ arises from direct transmission and is multiplied by the probability of reaching $I_i$ (before dying) and the average time spent in that compartment. Each term involving $q_k$ arises from indirect transmission and is multiplied by the average time in $B_k$ and the sum of the probabilities of surviving to each infectious stage times the rate of pathogen shedding from that stage. This expression for $R_0$ generalizes that in [14, Eq. (4)] and those in [40, Eqs. (7) and (A.7)].

4. Global dynamics when $R_0 \leq 1$

To establish the global stability of the disease-free equilibrium, we further make several biologically reasonable assumptions on the disease transmission terms. Assume that

$\begin{align*}
(A_1) & \quad f_i(S_i, I_i) \leq f_i(S_{0i}, I_i) + p_i I_i, \quad \text{for all } 0 < S_i < S_{0i}, I_i \geq 0 \text{ and } 1 \leq i \leq n, \\
(A_2) & \quad g_i(S_i, B_i) \leq g_i(S_{0i}, B_i) + q_i B_i, \quad \text{for all } 0 < S_i < S_{0i}, B_i \geq 0 \text{ and } 1 \leq k \leq m, \\
(A_3) & \quad h_i(I_i) \leq r_i, \quad \text{for all } I_i \geq 0 \text{ and } 1 \leq i \leq n, \\
(A_4) & \quad \text{There exists either some index } i, 1 \leq i \leq n, \text{ such that function } f_i \text{ satisfies } f_i(S_i, I_i) \leq f_i(S_{0i}, I_i) \text{ for all } 0 < S_i < S_{0i}, I_i > 0, \text{ or some index } k, 1 \leq k \leq m, \text{ such that function } g_k \text{ satisfies } g_k(S_i, B_i) \leq g_k(S_{0i}, B_i) \text{ for all } 0 < S_i < S_{0i}, B_i > 0.
\end{align*}$

Assumptions (A1), (A2) and (A3) hold for incidence functions that are monotone increasing in both variables and concave downward in the second variable, including those commonly used in the literature, such as mass action and saturating incidence. Assumption (A2) holds if function $h$ is monotone increasing and concave downward. It can be verified that all functions used in Table 1 satisfy assumptions (A1)–(A4).

**Theorem 4.1.** Suppose that assumptions (H1)–(H7) hold. Then the following conclusions hold for system (2.1).

(1) If $R_0 < 1$ and (A1)–(A3) hold, then the DFE is globally asymptotically stable in $\mathbb{R}$.

(2) If $R_0 = 1$ and (A1)–(A4) hold, then the DFE is globally asymptotically stable in $\mathbb{R}$.

(3) If $R_0 > 1$, then the DFE is unstable and system (2.1) is uniformly persistent.

**Proof.** Motivated by Guo and Li [11], let $(w_1, \ldots, w_{n+m})^T = (p_1, \ldots, p_n, q_1, \ldots, q_m)^T V^{-1}$. Since $V^{-1} \geq 0$, it follows that $w_i \geq 0$ for all $1 \leq i < n + m$. Notice that $w_i = R_0 \leq 1$. Construct a Lyapunov function

$L = w_1 I_1 + \cdots + w_n I_n + w_{n+1} B_1 + \cdots + w_{n+m} B_m.

(4.1)

Differentiating $L$ along solutions of (2.1) and using (A1)–(A2) yields

$L' = \frac{dL}{dt} = w_1 \left( \sum_{j=1}^{n} f_j(S_j, I_j) + \sum_{j=1}^{m} g_j(S_j, B_j) \right) - \sum_{j=1}^{n} w_j \mu_j I_j

+ \sum_{j=2}^{n} \sum_{j=1}^{n} h_j I_j - \sum_{j=1}^{m} w_{n+j} \delta_j B_j + \sum_{j=2}^{m} w_{n+j} \delta_j B_j

\leq w_1 \left( \sum_{j=1}^{n} p_j I_j + \sum_{j=1}^{m} q_j B_j \right) - \sum_{j=1}^{n} w_j \mu_j I_j + \sum_{j=2}^{n} \sum_{j=1}^{n} h_j I_j - \sum_{j=1}^{m} w_{n+j} \delta_j B_j + \sum_{j=2}^{m} w_{n+j} \delta_j B_j

= w_1 (p_1, \ldots, p_n, q_1, \ldots, q_m)^T (I_1, \ldots, I_n, B_1, \ldots, B_m)

- (w_1, \ldots, w_{n+m})^T V (I_1, \ldots, I_n, B_1, \ldots, B_m)

= w_1 (p_1, \ldots, p_n, q_1, \ldots, q_m)^T (I_1, \ldots, I_n, B_1, \ldots, B_m)

- \left( p_1, \ldots, p_n, q_1, \ldots, q_m \right)^T (I_1, \ldots, I_n, B_1, \ldots, B_m)

= \left( w_1 - 1 \right) \left( \sum_{j=1}^{n} p_j I_j + \sum_{j=1}^{m} q_j B_j \right) \leq 0, \quad \text{if } R_0 \leq 1.

(4.2)

If $R_0 < 1$, $L' = 0$ implies that $\sum_{j=1}^{n} p_j I_j + \sum_{j=1}^{m} q_j B_j = 0$. It follows that $S' = A - DS_i$, $I' = -\mu_i I_i$, by the first two equations of (2.1). Hence, the invariant set where $L' = 0$ satisfies $S = S_0 = 0$ and $I_i = 0$. Similarly, the remaining equations of (2.1) give $B = 0$ and $B_i = 0$ for all $i$, $B_i = 0$. That is, the largest invariant set where $L' = 0$ is the singleton $(P_0)$. By LaSalle’s Invariance Principle [25], $P_0$ is globally asymptotically stable in $\mathbb{R}$ if $R_0 < 1$.

If $R_0 = w_1 = 1$, $L' = 0$ implies that $f(S_j, I_j) = f(S_{0j}, I_j) + p_i I_i$ and $g(S_i, B_i) = g(S_{0i}, B_i) + q_i B_i$ for all $1 \leq i < n$, $1 \leq k \leq m$. It follows from assumption (A3) that $S = S_0$ or $I_i = 0$ for all $i$, $k$. Substituting $S = S_0$ into the first equation of (2.1) gives $\sum_{j=1}^{n} f_j(S_j, I_j) + \sum_{j=1}^{m} g_j(S_j, B_j) = 0$. Thus, as in the case $R_0 < 1$, the largest invariant set where $L' = 0$ is the singleton $(P_0)$, and thus by LaSalle’s Invariance Principle [25], $P_0$ is globally asymptotically stable in $\mathbb{R}$ if $R_0 = 1$.

If $R_0 > 1$, then by continuity, $L' > 0$ in a neighborhood of $P_0$ in the interior of $\mathbb{R}$, denoted by $\mathbb{R}^+$. Solutions in $\mathbb{R}^+$ sufficiently close to $P_0$ move away from $P_0$, implying that $P_0$ is unstable. Using a uniform persistence result from [10] and an argument as in the Proof of Proposition 3.3 of [26], it can be shown that, when $R_0 > 1$, instability of $P_0$ implies uniform persistence of (2.1).

Uniform persistence of (2.1) and the positive invariance of the compact set $\mathbb{R}$ imply the existence of an equilibrium of (2.1) in $\mathbb{R}$ (see Theorem D.3 in [37] or Theorem 2.8.6 in [4]).
5. Global dynamics when \( R_0 > 1 \)

By Proposition 4.2, an endemic equilibrium \( P = (S', r_1, \ldots, r_n, B_1, \ldots, B_m) \) exists. Here \( S', r_1, \ldots, r_n, B_1, \ldots, B_m \) are positive and satisfy the equilibrium equations (3.1). In this section, we prove the uniqueness and global stability of \( P \).

Assume that

\[
(B_1) \text{ there exists a function } \Phi : [0, S_0] \rightarrow \mathbb{R}, \text{ such that }
\]

\[
(S - S') (\Phi(S) - \Phi(S')) > 0, \quad 0 < S < S_0, \quad S \neq S',
\]

\[
\frac{f_i(S, I_i)}{f_i(S', I_i)} \Phi(S) - 1 \left(1 - \frac{f_i(S, I_i)}{f_i(S', I_i)} \Phi(S) \right) \leq 0,
\]

\[
0 < S < S_0, \quad I_i > 0, \quad 1 \leq i \leq n;
\]

and

\[
(B_2) \text{ for all } I_i > 0, 1 \leq i \leq n,
\]

\[
\frac{h_i(I_i)}{h_i(I_i)} - 1 \left(1 - \frac{h_i(I_i)}{h_i(I_i)} \right) \leq 0.
\]

Most functions \( f, g, h \) that are commonly used in the literature, including those given in Table 1, satisfy the above assumptions (5.1)–(5.4).

Define the non-negative \((n + m) \times (n + m)\) weight matrix \( W = (w_{ij}) \) as

\[
w_{ij} = \begin{cases} f_i(S', I_i) & i = 1, \quad 1 \leq j \leq n, \\ g_i(S', B_j) & i = 1, \quad j = n + k, \quad 1 \leq k \leq m, \\ \gamma_{i-1} \gamma_{i-1} & i = 2 \leq i \leq n, \quad j = i - 1, \\ h_i(I_i) & i = n + 1, \quad 1 \leq j \leq n, \\ \delta_{i-1} \delta_{i-1} & i = n + k, \quad 2 \leq k \leq m, \quad j = i - 1, \\ 0 & \text{otherwise}. \end{cases}
\]

Note that if \( g_{nm}(S', B_m) > 0 \) and \( h_n(I_n) > 0 \) then \( W \) is irreducible. The global stability of the endemic equilibrium is established in the following result. The proof utilizes global Lyapunov functions that are motivated by the work in [21–24] and the graph-theoretic approach for the large-scale systems recently developed in [12,13,27].

**Theorem 5.1.** Suppose that assumptions (H1)–(H7) hold. Assume that \( W \) is irreducible and \( (B_1)–(B_2) \). If \( R_0 > 1 \), then system (2.1) has a unique endemic equilibrium \( P \) that is globally asymptotically stable in \( \mathbb{R}^+ \).

**Proof.** For system (2.1), consider the following Lyapunov function

\[
V = \frac{d}{dt} \left( \frac{\Phi(S) - \Phi(S')}{\Phi(S)} \right) dt + \sum_{i=1}^{n} g_i(S', B_j) \left( I_i - I_i - I_i \ln \frac{h_i(I_i)}{h_i(I_i)} \right) + \sum_{i=1}^{m} \gamma_{i-1} \gamma_{i-1} \left( B_i - B_i - B_i \ln \frac{B_i}{B_i} \right).
\]

Here \( c_i > 0, \quad j = 1, \ldots, n + m, \) are constants to be specified later. Differentiating \( V \) along solutions of (2.1) and using the equilibrium equations (3.1) to simplify gives

\[
V = \frac{d}{dt} V(t) = c_i \frac{d(S - S)}{\Phi(S)} - \left(\frac{\Phi(S) - \Phi(S')}{\Phi(S)}\right) \left(1 - \frac{\Phi(S)}{\Phi(S')}\right) + \sum_{i=1}^{n} g_i(S', B_j) \left( I_i - I_i - I_i \ln \frac{h_i(I_i)}{h_i(I_i)} \right) + \sum_{i=1}^{m} \gamma_{i-1} \gamma_{i-1} \left( B_i - B_i - B_i \ln \frac{B_i}{B_i} \right).
\]

Also

\[
\text{and from (5.1) that}
\]

\[
\text{and from (5.4) that}
\]

\[
\text{and from (5.9) that}
\]

\[
\text{and from (5.10) that}
\]
\[ \frac{I_{j-1}}{I_{j-1}^0} - \frac{l_j}{I_{j-1}^0} I_{j-1} l_j^{i-1} + 1 = \Theta \left( \frac{I_{j-1}}{I_{j-1}^0} \right) + \frac{I_{j-1}}{I_{j-1}^0} - \ln \frac{I_{j-1} \cdot l_j}{I_{j-1}^0} + \ln \frac{I_j}{l_j^0} \]

\[ \leq \frac{I_{j-1}}{I_{j-1}^0} - \ln \frac{I_{j-1} \cdot l_j}{I_{j-1}^0} + \ln \frac{I_j}{l_j^0} \quad (5.12) \]

and similarly,

\[ \frac{B_{j-1}}{B_{j-1}^0} - \frac{B_j}{B_{j-1}^0} \frac{B_{j-1} B_j^0 + 1}{B_{j-1}^0 - B_j^0} \leq \ln \frac{B_{j-1} \cdot B_j}{B_{j-1}^0} + \ln \frac{B_j}{B_j^0}. \quad (5.13) \]

Let

\[ X_i = \begin{cases} I_i & 1 \leq i \leq n, \\ B_k & i = n + k, \quad 1 \leq k \leq m. \end{cases} \]

Combining (5.7)–(5.13) and using the notation of \( x_i \) and \( w_{ij} \) defined in (5.5) gives

\[ V' \leq c_1 \sum_{j=1}^{n} w_{ij} \left( \frac{x_i}{x_j} - \ln \frac{x_i}{x_j} \right) \]

\[ + c_1 \sum_{j=1}^{n} w_{ij} \left( \frac{x_i}{x_j} - \ln \frac{x_i}{x_j} \right) \]

\[ + c_1 \sum_{j=1}^{n} w_{ij} \left( \frac{x_i}{x_j} - \ln \frac{x_i}{x_j} \right) \]

\[ + c_1 \sum_{j=1}^{n} w_{ij} \left( \frac{x_i}{x_j} - \ln \frac{x_i}{x_j} \right) \]

\[ = \sum_{j=1}^{n} c_1 w_{ij} \left( \frac{x_i}{x_j} - \ln \frac{x_i}{x_j} \right). \quad (5.14) \]

To show that \( V' \leq 0 \), choose constants \( c_i > 0 \) such that (5.14) vanishes. Let \( \{ G, W \} \) be the weighted digraph (see Appendix A) with the weight matrix \( W \) as given in (5.5). Let \( c_i = \sum_{j=1}^{n} w(T) \) be as given in (A.1). Since \( W \) is irreducible, it follows that \( c_i > 0 \) for all \( i \). Identity (A.2) from Appendix A yields

\[ \sum_{j=1}^{n} c_1 w_{ij} \left( \frac{x_i}{x_j} - \ln \frac{x_i}{x_j} \right) \]

\[ \leq 0. \]

Therefore, \( V' \leq 0 \) for all \( (S, I_1, \ldots, I_n, B_1, B_2, \ldots, B_m) \in \mathcal{I}. \) Furthermore, \( V = 0 \) implies that for some constant \( \lambda > 0, \)

\[ S = S', \quad I_1 = \lambda I_1', \ldots, I_n = \lambda I_n', \quad B_1 = \lambda B_1', \ldots, B_m = \lambda B_m'. \]

using properties of \( \Theta(x) \) and strong connectivity of the weighted graph \( (G, A) \). Substituting these relations into the first two equations of (2.1) yields

\[ 0 = A - dS' - \mu_i I_i'. \]

By the first two equations of (3.1), this last equation holds only if \( \lambda = 1 \), namely at \( P \). Therefore, the only invariant set in the set \( \{ V = 0 \} \) is the singleton \( \{ P' \} \). By LaSalle’s Invariance Principle [25], \( P' \) is globally asymptotically stable in \( \mathcal{I} \). As a consequence, \( P' \) is also unique.

In the special case that \( f(S, I_i) = \phi(S) \psi(I_i) \) and \( g(S, B_i) = \psi(S) \phi(B_i) \), choose \( \Phi(S) = \phi(S) \) in assumption (B1), then conditions (5.2) and (5.3) become

\[ (\psi(I_i) - \psi(I_i')) \left( \frac{\psi(I_i)}{l_i} - \frac{\psi(I_i')}{l_i} \right) < 0, \quad I_i > 0, \quad 1 \leq i \leq n \quad (5.15) \]

and

\[ (\phi(B_k) - \phi(B_k')) \left( \frac{\phi(B_k)}{B_k} - \frac{\phi(B_k')}{B_k} \right) \leq 0, \quad B_k > 0, \quad 1 \leq k \leq m. \quad (5.16) \]

Therefore, assumptions (B1)–(B2) hold if \( \psi(S), \psi(I_i), \phi(B_k), h_i(l_i) \) are increasing and \( \psi(I_i'), \phi(B_k'), h_i'(l_i) \) are decreasing functions. It can be verified that all functions listed in Table 1 satisfy these assumptions, and thus our global stability result holds for those models.

The endemic equilibrium \( P' \) can be found explicitly if \( n = m = 1 \), with mass action incidence functions \( f(S, I_i) = \beta i SI \) and \( g(S, B_i) = \beta SB \), and a linear function \( h_i(l_i) = \zeta I_i \) with \( \beta, \zeta > 0 \) positive constants [40].

In this case, when \( r_0 = \frac{\beta}{\sigma} + \frac{\alpha}{\gamma} S_0 > 1 \), system (2.1) admits an endemic equilibrium \( P' = (S', I', B') \), where \( S' = S_{c0}, I' = \frac{\beta}{\gamma}(S' - S_{c0}), \) and \( B' = \frac{\sigma}{\gamma} \). Theorem 5.1 shows that \( P' \) is unique and globally asymptotically stable, as also shown in [40, Proposition 3].

6. Final size of an epidemic

In the absence of recruitment and death, model (2.1) and (2.2) can be applied to estimate the final size of a cholera epidemic. In this section, assume that \( A = d = x_i = 0, f(S, I_i) = \beta i SI \) and \( h_i(l_i) = \zeta i I_i \) for all \( 1 \leq i \leq n \). The indirect transmission \( g(S, B_i) \) is assumed to be in the form of mass action [40] or saturating incidence [7,14,31], that is, either \( g(S, B_i) = \lambda_0 SB \) or \( g(S, B_i) = \lambda_0 S_{c0} B_m = \lambda_0 S_{c0} B_i \). \( K_i > 0 \), for all \( 1 \leq i \leq m \). Without loss of generality, assume that the total population \( N = S + \sum_{i=1}^{n} I_i + R = 1 \). The following lemma can be proved similarly as the proof of Lemma 2 in [40]; biologically, it means that disease outbreaks eventually “burn out” in the absence of birth and death.

**Lemma 6.1.** Assume that all the above assumptions hold. Then, \( I_i(t) \rightarrow 0, B_i(t) \rightarrow 0 \) for all \( 1 \leq i \leq n, 1 \leq k \leq m, \) as \( t \rightarrow \infty \).

6.1. Mass action

Assume that \( g(S, B_i) = \lambda_0 SB \) for all \( 1 \leq k \leq m \). The basic reproduction number \( R_0 \), as defined in (3.2), becomes

\[ R_0 = \frac{\beta_1}{\eta_1} + \frac{\beta_2}{\eta_2} + \cdots + \frac{\beta_m}{\eta_m} > \frac{\lambda_0}{\mu_0} \left( \frac{\eta_1}{\eta_1} + \cdots + \frac{\eta_m}{\eta_m} \right). \quad (6.1) \]

Let

\[ e_k = \frac{\eta_1}{\eta_1} + \cdots + \frac{\eta_k}{\eta_k}, \quad 1 \leq i \leq n \]

and

\[ e_k = \frac{\eta_1}{\eta_1} + \cdots + \frac{\eta_k}{\eta_k}, \quad 1 \leq k \leq m. \]

Notice that \( e_k = R_0 \). Following [29,40], set

\[ Q = \ln S + \sum_{j=1}^{n} e_j I_{j+1} + e_0 R + \sum_{j=1}^{m} e_j B_j. \]

(6.2)

It can be verified that the derivative of \( Q \) along the model (2.1) and (2.2) vanishes. Hence, using Lemma 6.1, it follows that

\[ \ln S + e_0 R(\infty) = \ln S(0) + \sum_{j=1}^{n} e_j I_{j+1}(0) + e_0 R(0) + \sum_{j=1}^{m} e_j B_j(0). \]

In the case that a small number of infectives or pathogen is initially introduced, that is, \( S(0) \approx 1, I_i(0) \approx 0, 1 \leq i \leq n, R(0) \approx 0, B_0(0) \approx 0, 1 \leq k \leq m, \) the final size of an epidemic satisfies the following relation
1 − R(∞) = \exp(-R_0 R(∞)). \tag{6.3} 

This relation agrees those in [29,40]. An explicit solution in terms of the Lambert function for (6.3) can be found in [29, Appendix A].

### 6.2. Saturating incidence

Assume that \( g_k(S, B_k) = \rho_k S \frac{B_k}{S + B_k}, \quad K_k > 0, \) for all \( 1 \leq k \leq m. \) This indirect incidence is an attempt to model, in a continuous way, the fact that a relatively high level of pathogen is needed to develop cholera; see [19] for a discontinuous \( g_k \) used to model this fact. Then the basic reproduction number is given by (6.1) but with \( \rho_k \) replaced by \( \rho_k K_k, \) \( 1 \leq k \leq m. \) Defining \( \hat{e}_i \) and \( \epsilon_k \) as in Section 6.1 but with \( \rho_k \) replaced by \( \rho_k K_k, \) and taking \( Q \) as in (6.2), it can be verified that the derivative of \( Q \) along the model (2.1) and (2.2) is non-negative. Hence,

\[
\ln S(\infty) + \epsilon_0 R(\infty) \geq \ln S(0) + \sum_{j=1}^{n_1} e_j I_j(0) + \epsilon_0 R(0) + \sum_{j=1}^{m} e_j B_j(0).
\]

In the case that a small number of infectives or pathogen is initially introduced, the final size of an epidemic satisfies the following inequality.

\[
1 − R(\infty) \geq \exp(-R_0 R(\infty)), \tag{6.4}
\]

giving an upper bound on the final size \( R(\infty). \)

### 6.3. Simulations

From Sections 6.1 and 6.2, the final size of an epidemic may differ for mass action and saturating incidence. Numerical simulation is employed to further investigate this difference created by incidence functions. Consider the case when \( n = 1 \) and \( m = 1. \) As the difference appears in the term of indirect transmission, assume \( \beta = 0, \) that is, ignore direct transmission. Simulations in Fig. 2 use parameters for \( \gamma, \delta, \) \( \alpha \) as in [14] (with the time unit of 1 day) and take \( \lambda \) and \( K \) so that the basic reproduction number \( R_0 = 2.7 \) is the same for both incidence functions. These simulations show that mass action creates a larger outbreak in the scales of the peak prevalence \( \max_i \{ \hat{I}_i(t) \}, \) the peak incidence \( \max_i \{ \hat{S}_i(t) R(t) \} \) or \( \max_i \{ \hat{S}_i(t) R(t) \}, \) and a slightly large outbreak size \( R(\infty), \) while saturating incidence leads to a slightly longer outbreak period \( T = \min \{ t : \hat{I}_i(t) < 10^{-3} \} \) for both incidence models, see Table 2. Solving (6.3) with \( R_0 = 2.7 \) yields \( R(\infty) \approx 0.9156, \) which approximately agrees with the outbreak size for mass action and provides an upper bound from (6.4) for the outbreak size for saturating incidence (see Table 2).

Simulations in Fig. 3 demonstrate the effect of direct/indirect transmission and heterogeneous infection stages when \( R_0 \) is held fixed. Consider the case when \( n = m = 2 \) and indirect transmission is not in the form of saturating incidence. Infectivity of the hyperinfectious state \( B_1 \) (freshly shed pathogen) is assumed to be 700 times the infectivity of the lower-infectious state \( B_2 \) (pathogen that have stayed in the environment for a while) [14]. Curve 1 ignores direct person-to-person transmission. Parameters for \( \lambda_k, K_k, \alpha, \gamma, \) \( \gamma_1 \) are taken from [14], giving \( R_0 = 15.825. \) Person-to-person transmission is included in Curve 2, but equal infectivity for individuals in \( I_1 \) and \( I_2 \) is assumed \( (\beta_1 = \beta_2). \) Parameter values for \( \lambda_k \) are reduced such that direct and indirect transmission contribute equally and \( R_0 = 15.825 \) is held fixed. Curve 3 regards \( I_1 \) as a latent stage (individuals in this stage cannot directly infect susceptible individuals but can shed pathogen into the environment) and keeps the equal contribution towards \( R_0 = 15.825 \) from direct and indirect transmission. Simulations show that direct person-to-person transmission provides a fast route for cholera spread and produces a higher peak in prevalence \( \max \{ \hat{I}_1(t) + I_2(t) \}. \) Heterogeneity in infectious host individuals may decelerate the disease spread and reduce the peak in prevalence.

### 7. Discussion

The model (2.1) proposed in this paper is a general compartmental model for the transmission of cholera as well as other waterborne diseases. Model (2.1) incorporates both direct and indirect transmission, non-linear incidence, multiple infectious states of the pathogens, and multiple infection stages of infectious individuals. The model can serve as a general framework for modeling the spread and transmission of infectious diseases, specially diseases with multiple transmission routes. For example, both direct transmission among rabbits and indirect transmission via free-living virus particles have been observed in the spread of rabbit calicivirus disease (RCD) [2].

Model (2.1) includes as special cases many cholera models in the literature; see Table 1 for the summary. It can be easily verified that our assumptions \( (H_1)-(H_2), (A_1)-(A_2), \) and \( (B_1)-(B_2) \) hold for all models summarized in Table 1. Therefore, Theorems 4.1 and 5.1 extend the global stability results in [7,38–40] to our general model (2.1). Our results, for the first time, completely establish the global dynamics of the cholera model with a hyperinfectivity state [14], and also for the multi-stage model [40, Appendix].

The global stability results in [30, Theorem 4 in Supporting Information] and [39, Theorem 4.13] are special cases of our Theo-
Table 2
Summary of numerical results in Fig. 2.

<table>
<thead>
<tr>
<th></th>
<th>Mass action</th>
<th>Saturating incidence</th>
<th>Difference (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Outbreak size</td>
<td>0.9157</td>
<td>0.8968</td>
<td>-2.1</td>
</tr>
<tr>
<td>Peak prevalence</td>
<td>0.0451</td>
<td>0.0403</td>
<td>-10.6</td>
</tr>
<tr>
<td>Peak incidence</td>
<td>0.0091</td>
<td>0.0081</td>
<td>-11.0</td>
</tr>
<tr>
<td>Outbreak period (days)</td>
<td>344</td>
<td>350</td>
<td>+1.7</td>
</tr>
</tbody>
</table>

*The difference is calculated by subtracting the mass action value from the saturating incidence value and dividing by the mass action value.*

Fig. 3. The outbreak of an epidemic using model (2.1) with indirect transmission given by saturating incidence. Parameter values: $\gamma_1 = 1/2$, $\gamma_2 = 1/3$, $K_1 = 100$, $K_1 = K_2 = 700$, $\lambda_1 = \lambda_2 = 0.18$, giving $R_0 = 15.825$. Curve 2 (direct transmission with homogeneous infection stages): $b_1 = b_2 = 1.5825$ and $d_1 = d_2 = 0.09$, giving $R_0 = 15.825$. Curve 3 (direct transmission with heterogeneous infection stages): $b_1 = 0$, $b_2 = 2.6375$, and $d_1 = d_2 = 0.09$, giving $R_0 = 15.825$. Initial conditions: $S(0) = 0.999$, $I_2(0) = 0.001$, $I_2(0) = R_2(0) = B_2(0) = 0$ for all three cases.

Theorem 5.1. We note that the proofs of global stability of the endemic equilibrium in [30, Theorem 4 in Supporting Information] and [39, Theorem 4.13] are in doubt as the authors apply a constant matrix result to a nonconstant matrix. For example, the matrix $A$ defined in [39, Eq. (4.16)] is Volterra-Lyapunov stable for each fixed pair $(I, B)$, that is, there exists a positive $3 \times 3$ diagonal matrix $M = M(I, B) = \text{diag}(m_1(I, B), m_2(I, B), m_3(I, B))$ such that $MA + A^TM$ is negative definite. As a consequence, Theorem 4.12 in [39] holds for each fixed pair $(I, B)$. However, since the positive coefficients $m_i$, $1 \leq i \leq 3$, possibly depend on $(I, B)$, the derivations in Eqs. (4.12), (4.13), (4.16) in [39] may fail. Indeed the counterexample in [6] to the Markus-Yamabe conjecture has

$$A = (x) = \begin{pmatrix} -1 & 0 & (x_1 + x_2)x_3 \\ -x_1 & -1 & -x_1^2x_3 - 2x_1x_2 \\ 0 & 0 & -1 \end{pmatrix},$$

and $A$ is Volterra-Lyapunov stable for each fixed $x = (x_1, x_2, x_3)$; however, there does not exist a constant positive diagonal matrix $M$ such that $MA + A^TM$ is negative definite. Furthermore, there exists a solution of $dx/dt = Ax$ that tends to infinity as $t$ tends to infinity [6, Theorem 1.1].

Model (2.1) can also be regarded as a general virus dynamics model to describe the in vivo infection process of many viruses such as human immunodeficiency virus type I (HIV-I), hepatitis B virus (HBV), hepatitis C virus (HCV), and human T-cell lymphotropic virus I (HTLV-I), see [33]. In this case, the total target cells are divided into a healthy target cell compartment $S$, infected target cell compartments representing different infectious stages $I_i$, $1 \leq i \leq n$ (see [21]), while the virions are categorized into $m$ compartments according to the level of infectivity (see [30]). In particular, model (2.1) includes several virus dynamics models as special cases, such as [21, Eqs. (1.1) and (2.1)], [32, Eq. (1)] and [36, Eq. (1)]. Theorems 4.1 and 5.1 extend the global stability results in [21,36] to the general virus dynamics model (2.1) with non-linear incidence.

Stage progression (SP) models have been used in the literature to model the transmission and spread of infectious diseases that have a long infectious period and varying infectivity in time such as HIV/AIDS, for example, see [11,16,35]. The incidence of SP models is usually assumed to be mass action. Ignoring indirect transmission, model (2.1) becomes an SP model with general incidence functions. Global stability results Theorems 4.1 and 5.1 generalize those in [11] for mass action to general incidence functions.

One of the hypotheses in model (2.1) is that individuals recovering from cholera obtain permanent immunity, and thus model (2.1) and (2.2) is of SIR type. SIRS-type cholera models, in which removed individuals are assumed to lose immunity after a certain time and become susceptible, have also been seen in the literature, for example, see [19,20]. Model (2.1) and (2.2) can be easily modified to include temporary immunity and become an SIRS-type model. For the modified SIRS-type cholera model, the basic reproduction number $R_0$ has the same expression as defined in (3.2); the global stability of the disease free equilibrium can be proved in the same way as the proof of Theorem 4.1 when $R_0 \leq 1$. Biologically, the disease dies out if $R_0 \leq 1$, and persists if $R_0 > 1$. In the latter case, the uniqueness and global stability of the endemic equilibrium for the modified SIRS-type cholera model remain open.

Since the general functions in (2.1) allows the possibility of $f_i = 0$ or $h_i = 0$ for some infection stage $i$, our model can be applied to measure the effectiveness of disease control strategies such as quarantine and isolation. Vaccination can be also incorporated into (2.1) and other cholera models in [1,5,7,9,14,19,20,31,38–41] to assist public health planning to control the disease, although social and economic factors, which are not included in these models, are important for control strategies, see [17,18,28].
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Appendix A. Combinatorial identity

Let $(G, W)$ be a weighted digraph with $N \geq 2$ vertices, where $W = (w_{ij})$ is the $N \times N$ weight matrix. Weight $w_{ij}$ is positive if the directed arc $(i, j)$ from vertex $i$ to vertex $j$ exists, otherwise $w_{ij} = 0$. Let $T_i$ be the set of all spanning trees of $(G, W)$ rooted at vertex $i$. For $T \in T_i$, the weight of $T$, denoted by $w(T)$, is the product of weights on all arcs of $T$. Let

$$c_i = \sum_{T \in T_i} w(T), \quad i = 1, 2, \ldots, N.$$  \hspace{1cm} (A.1)

Then $c_i > 0$, and for any family of functions $(c_{G}(x_i))^N$, the following identity holds

$$\sum_{j=1}^{N} c_{W}G_{j}(x_{j}) = \sum_{j=1}^{N} c_{W}G_{j}(x_{j}).$$  \hspace{1cm} (A.2)

If $W$ is irreducible, then $c_i > 0$ for $i = 1, 2, \ldots, N$. We refer the reader to [27] for the proof of (A.2).
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