
  

 

  

Options, options and more options

smörgåsbord

buffet

potpourri

bouillabaisse

minestrone

cornucopia



  

 

  

Basic experimental designs
Categorical treatments

● pre- & post- (BACI)

● 1 factor & controls

● 2+ factors & controls

● subsets & spatial arrays

● randomized blocks
● Latin square
● split plots

● covariates

● repeated measures

Continuous predictors

● pre- & post- (BACI)

● 1 predictor

● multiple predictors

● covariates

● spatial autocorrelation
● conditions

● repeated measures



  

 

  



  

 

  

Let us count the ways..

1. Z test

2. t test (2 independent 
means)

3. paired t test

4. Chi-square 

5. ANOVAs (aov, lme)

a) additive

b) factorial

c) randomized block

d) split plot

e) repeated measures

6. Regressions 

a) bivariate OLS (lm)

b) multiple OLS (lm)

c) bivariate SMA (smatr)

d) logistic (glm)

7. ANCOVAs

8. Mixed-effects models 
(lme4, glmmTMB)

AIC-based model 
selection



  

 

  

fixed and random effects
(a contentious distinction)

Fixed
● effects are constant across 

observations
● specifically chose treatment 

levels, may be only 
options available

● the main point is to compare 
effects of different levels 
(e.g. lo vs. hi)

● observations are 
independent

Random

● effects vary across 
observations

● treatments are subsamples 
of all possible options

● effects of different levels is 
not important

● observations are 
interdependent



  

 

  

Null hypothesis world view
 I'd be surprised if anything happens in my 
study system

 No really important processes should 
occur

 The view from my window is boring

 But I publish something exciting while 
using stats based on the above



  

 

  

Model comparison world view
●  “all models are wrong but some are useful: (G. Box, 

1976)

Parsimony

Since all models are wrong the scientist cannot obtain a "correct" 
one by excessive elaboration. On the contrary following William 
of Occam he should seek an economical description of natural 
phenomena. Just as the ability to devise simple but evocative 
models is the signature of the great scientist so over-elaboration 
and over-parameterization is often the mark of mediocrity.

Worrying Selectively

Since all models are wrong the scientist must be alert to what is 
importantly wrong. It is inappropriate to be concerned about 
mice when there are tigers abroad.



  

 

  

Model comparison world view

● “all models are wrong but some are useful” (G. Box)

●  compare models based on “most efficient” or “most 
plausible”

●  parsimony is valued
●  more complex models often “best” [but not always]
●  models less efficient than the null are bunk [always 

include a null in the list!]



  

 

  

maximum likelihood AIC
     &
Bayesian inference

classic frequentist null
hypothesis test



  

 

  

Design & Analysis 

"To call in the statistician after 
the experiment is done may 
be no more than asking 
him to perform a post-
mortem examination: he 
only may be able to say 
what the experiment died 
of." 

 - Sir Ronald Fisher

Potential Problems

design-analysis 
mismatch

confounded treatments

lack of controls

insufficient replication



  

 

  

Soooo… how many samples?

That depends on the tradeoff between
what is possible and what is needed

A solution to minimum sample size for regressions

https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0229345

