Spatiotemporal Variation in Demographic Transitions of a Tropical
Understory Herb: Projection Matrix Analysis

Carol C. Horvitz; Douglas W. Schemske

Ecological Monographs, Vol. 65, No. 2 (May, 1995), 155-192.

Stable URL:
http://links jstor.org/sici?sici=0012-9615%28199505%2965%3 A2%3C155%3 ASVIDTO%3E2.0.CO%3B2-X

Ecological Monographs is currently published by The Ecological Society of America.

Your use of the JSTOR archive indicates your acceptance of JSTOR’s Terms and Conditions of Use, available at
http://www.jstor.org/about/terms.html. JSTOR’s Terms and Conditions of Use provides, in part, that unless you
have obtained prior permission, you may not download an entire issue of a journal or multiple copies of articles, and
you may use content in the JSTOR archive only for your personal, non-commercial use.

Please contact the publisher regarding any further use of this work. Publisher contact information may be obtained at
http://www jstor.org/journals/esa.html.

Each copy of any part of a JSTOR transmission must contain the same copyright notice that appears on the screen or
printed page of such transmission.

JSTOR is an independent not-for-profit organization dedicated to creating and preserving a digital archive of
scholarly journals. For more information regarding JSTOR, please contact support@jstor.org.

http://www.jstor.org/
Tue Jan 24 12:03:18 2006



Ecological Monographs. 65(2), 1995, pp. 155-192
© 1995 by the Ecological Society of America

SPATIOTEMPORAL VARIATION IN DEMOGRAPHIC
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Abstracr.  Our goal was to elucidate the population dynamics of the perennial under-
story herb Calathea ovandensis in a rain forest in southern Mexico using matrix projection
model analysis. We emphasize the magnitude and consequences of spatiotemporal variation
in (1) basic demographic parameters (growth, survival, and reproduction) (2) asymptotic
demographic properties of a given environment (the asymptotic population growth rate and
the associated stable-stage distribution and reproductive values) and (3) demographic sen-
sitivities associated with a given environment (sensitivity and elasticity).

We obtained 6 yr (1982—-1987) of empirical data from four study plots (differing in
substrate, light, and density) from which we used the first 5 yr (1982-1986) to construct
16 plot-year and 1 pooled population projection matrices. This stage-structured population
was characterized by a long-lived seed bank, temporally variable seedling recruitment (10-
fold variability among years), high mortality of seedlings (>90%), very low mortality of
reproductives (usually <10%), fertility that increased markedly with plant size, and the
ability of large plants to shrink rather than die under adversity. Within these broad outlines,
the magnitudes of transitions representing demographic fates exhibited considerable vari-
ation through space and time, some parameters varying much more than others (¢v from
22 to 400%). Growth and reproduction were positively correlated across environments. The
least variable parameters were seed dormancy and stasis of small reproductives.

Observed stage distributions were reasonably close to the stable stage distributions
(mean = 86.1% similar). In most plot-years, the stable-stage distribution was dominated
by seeds, followed by seedlings, and then small reproductives and the reproductive values
increased with size class.

Population growth rates, given by the dominant eigenvalue of the matrices, ranged from
0.73 to 1.25. Analysis of the mean dynamics gave N = 0.97 (using a variety of analytical
approaches) and our analysis of the overall pooled dynamics gave a A = 0.99, indicating
that the habitat at the study site favored the persistence of Calathea ovandensis. An el Nifio
event coincided with the year of the highest population growth rate.

Survival, growth, and reproduction varied significantly through space and time, and
different plot-years were beneficial to different stages. Most interestingly, stage-specific
sensitivity parameters (sensitivity and elasticity) also varied through space and time. Spa-
tiotemporal variability of sensitivity structure has important implications. Determination
of stages most “critical” to population dynamics will depend upon knowledge of this
variation. Population growth rate was significantly positively correlated with elasticity of
seed production, seed germination, and seedling growth. These results indicate that the
opportunity for selection on plant characters atfecting particular life history stages varies
through space and time even if the effect on the single-stage transition probability does
not vary. Selection on characters affecting juvenile stages may be stronger in populations
of higher growth rates.

Kevwords:  demography; elasticity; el Nifio; perennial plant; population growth rate; reproductive
value: sensitivity; stable-stage distribution; stage-specific transitions.

INTRODUCTION for the conservation of rare species (Menges 1986,
1990, Crouse et al. 1987, Fiedler 1987, Lande 1988,
Boyce 1992, Schemske et al. 1994), the control of in-
vasive species, the analysis of life history variation
(Mertz 1971, Caswell and Werner 1978, Charlesworth
1980, Meagher 1982, Caswell 1982a, b, ¢, d, 1983,

' Manuscript received 22 July 1993; revised 21 May 1994: caqwell et al. 1984, Calvo and Horvitz 1990, Kalisz
accepted 29 June 1994.

Understanding the factors that determine population
dynamics remains a central issue in ecology, both pure
and applied. Population dynamics have consequences
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and McPeek 1992, Calvo 1993) and the evolutionary
ecology of stage-specific selective factors (Charles-
worth 1980), including species interactions (Horvitz
and Schemske 1986h, Martinez and Alvarez-Bullya
1986, Hanzawa et al. 1988, Horvitz 1991).

Recently, there has been much interest in how spa-
tiotemporal variation in demography affects plant pop-
ulations; long-term predictions about population fates
and insights about the evolution of life history may
depend upon understanding how structured populations
respond to such variation (e.g., Kalisz and McPeek
1993). Although the theory is developing rapidly (Tul-
japurkar and Orzack 1980, Orzack and Tuljapurkar
1989, Tuljapurkar 1989, 1990), there are still relatively
few complete sets of empirical data for all life history
stages for multiple years (more than two) and multiple
sites (more than two) for any species (Pifiero et al.
1984, Huenneke and Marks 1987, Moloney 1988, van
Groenendael and Slim 1988, Menges 1990). Thus, little
is known about the magnitude of variation and corre-
lation of demographic parameters. Also, there is con-
siderable interest in sensitivity analysis for identifying
critical or key life history stages that have the greatest
impact on population dynamics (e.g., Crouse et al.
1987, Caswell 19894, b, Aberg 1992qa, b, Kalisz and
McPeek 1992), but the extent to which the sensitivity
structure itself varies has received little attention (van
Groenendael and Slim 1988, Kalisz and McPeek 1992).
Such variation would mean that a critical life history
event in one environment might not be critical for the
same species in a somewhat different environment.

Our goal was to elucidate the population dynamics
of the long-lived neotropical forest herb Cualathea
ovandensis with emphasis on the magnitude and con-
sequences of spatiotemporal variation in demographic
parameters. Our results and conclusions are based on
empirical measurements of demographic parameters,
including seed production and seed fates, obtained at
four sites over 5 yr within a secondary neotropical
forest. We asked three questions: (1) What is the de-
mographic pattern for this species and how does its
demography differ through space and time? By de-
mography, we mean the probabilities of survival,
growth, and regression as well as the amount of re-
production for each life history stage. (2) How does
the overall demographic character of the environment
change through space and time? By overall demograph-
ic character of the environment, we mean the asymp-
totic population growth rate, stable stage distribution,
and stage-specific reproductive values associated with
a particular schedule of demographic transitions (Leslie
1945, Lefkovitch 1965, Caswell 1978). (3) How does
the demographic sensitivity of the population change
through space and time? By demographic sensitivity
of the population, we mean both (a) the fitness response
to perturbations of different life history transitions (an-
alytical sensitivities) (sensu Caswell 19894) and (b) the
proportional contributions of different life history
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stages to the population growth rate (analytical elas-
ticities) (sensu Caswell 1989b).

Because demographic analysis is becoming an im-
portant, perhaps essential, tool for conservation biol-
ogists and resource managers (Schemske et al. 1994),
we also sought to make the protocols of demographic
analysis accessible to a wide range of ecologists, not
just to other demographers. To that end we present, in
some detail, the many steps between the collection of
empirical data and the results of the demographic anal-
ysis. We emphasize the biological interpretation of the
mathematical properties of the projection matrix mod-
els used to represent population dynamics.

STUDY SITE AND SPECIES

Our research was conducted in a secondary forest at
Laguna Encantada, near San Andrés Tuxtla, Veracruz,
Mexico. This patch of tropical evergreen rain forest is
located at the periphery of a volcanic crater, covering
an area of ~0.75 km?. The terrain is rugged, with nar-
row canyons and extensive areas of sharp, volcanic
rock jutting from the forest floor. Pastures dominate the
surrounding vegetation, laced with numerous “living
fences” of Bursera simaruba, but patches of forest are
common along the rivers and steep slopes.

Calathea ovandensis Matuda (Marantaceae) is an un-
derstory, perennial monocot of lowland secondary for-
ests and successional patches within primary forests.
The rainfall is seasonal (80% of the annual rainfall
received from June to October) with a mean annual
precipitation of 1996 mm and a peak (489 mm) in
September (Soto 1976). Growth and reproduction of
the study plant are seasonal. Plants shed all above-
ground parts during the dry season, persisting as dor-
mant underground rhizomes with energy stored in small
round (=~2.5 X 1 c¢m) starchy tubers. They reinitiate
leaf production when rainfall increases in June. Shoots,
each comprised of a whorl of leaves, are produced se-
quentially throughout the growing season from the un-
derground rhizome. Individual plants (genets, sensu
Harper 1977) are readily distinguished, as there is no
vegetative propagation. Each shoot produces 4-6
leaves and, if reproductive, a single inflorescence. In-
dividual reproductive plants produce one to several
shoots and inflorescences.

Flowering peaks in August and fruit maturation and
dehiscence coincide with peak rainfall in September
(Horvitz 1980). Plant reproductive success is influ-
enced positively by interactions with pollinators (Horv-
itz and Schemske 1984, 19884, b, Schemske and Horv-
itz 1984, 1988) and ants at extrafloral nectaries
(Horvitz and Schemske 1984, 19884, b) and negatively
by a specialist herbivore of reproductive tissues (Horv-
itz and Schemske 1984, 19884, b), but the magnitude
of these effects varies through space and time (Schem-
ske and Horvitz 1988, Horvitz and Schemske 1990).
When mature, the three-seeded fruits dehisce com-
pletely and the seeds, bearing oily white arils, are dis-
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persed principally by ponerine ants (Horvitz 1980,
1981, Horvitz and Beattie 1980, Horvitz and Schemske
1986a, b, ¢). Ant transport of seeds is beneficial to
seedling recruitment (Horvitz and Schemske 1994).
Seeds do not germinate until the subsequent rainy sea-
son (Horvitz 1980). Peak seedling emergence occurs
in July, about a month after the onset of the rainy
season. Some seeds remain dormant beyond this period
resulting in a long-lived (>1 yr) soil seed bank (Horvitz
and Schemske 1994). Recruitment of seedlings from
the seed bank is spatiotemporally heterogeneous, in-
fluenced by variation in the dispersers and enhanced
in treefall gaps and in el Nifio years (Horvitz and
Schemske 1994).

METHODS
Plots

To study spatiotemporal variation in demography
and in plant—animal interactions, we set up four long-
term plots, located from 80 to 250 m apart, within the
Laguna Encantada forest in 1982. The plots were cho-
sen to span the natural environmental variation, so that
taken together they are representative of the range of
habitats occupied by C. ovandensis in this forest, en-
compassing much variability in both biotic (Schemske
and Horvitz 1988, Horvitz and Schemske 1990) and
abiotic factors. The plots differed initially in substrate,
density, and population stage structure. All the plots
were in intermediately shady environments (not new
gap and not entirely closed canopy), with plot [ initially
being the shadiest and plot 2 the least shady. The sub-
strate at plot 1 was composed of large (up to =35 cm
in height) volcanic rocks with intermittent patches of
soil, while the substrate at the other plots was more
uniform, with fewer large rocks and more gravel. Plot
I had the lowest density and appeared to be composed
of few seedlings and relatively more adults. We con-
structed a large plot for the extremely low density area
and roughly equal-sized plots for the other three study
areas. Upon detailed mapping of the plots, we found
that the exact dimensions of the study plots, plot 1, 2,
3, and 4, respectively, were 8 X 8.4, 5.1 X 6, 5.2 X
5, and 5 X 5.2 m. The respective densities were 1.1,
8.4, 6.4 and 4.6 plants/m?.

In August—September 1982, we marked all the in-
dividuals within each plot with a numbered tag attached
to a small stake inserted into the ground at the base of
each plant, for a total of 617 plants. Each individual
was subsequently mapped to the nearest centimetre,
using an x, v coordinate system for each plot. We cen-
sused these plots again in October 1982 and during the
rainy seasons (July—October) of the next 5 yr (1983,
1984, 1985, 1986, and 1987) to obtain estimates of
survival, growth, and reproduction in these popula-
tions, marking and mapping new seedlings as they ap-
peared. Each year we conducted one complete census
in early August, when vegetative development was

VARIATION IN DEMOGRAPHY AND SENSITIVITY 157

nearly complete for a season, measuring the size and
counting the reproduction of all individuals (all years),
followed by censuses every 2 wk of reproduction
through October (all years except 1987).

Plot 3 was vandalized in 1984, following the census,
and we marked and censused an area adjacent to the
plot as a replacement. For analyses of transitions to
1984 and earlier, the original plot was used; for anal-
yses of transitions to 1985 and later, the replacement
plot was used. For analyses of the patterns of variation
overall, data sets including each of these were consid-
ered.

Although the calendar date of the 1987 census was
comparable to the others, we later discovered that the
phenological status of the population at that census was
retarded, perhaps due to the extended dry season as-
sociated with that year’s el Niflo. Vegetative shoots
were not fully developed and neither plant size esti-
mates nor reproductive status of plants were compa-
rable to those of other years. We therefore dropped the
1987 data from our analyses of demographic transi-
tions. The count of new seedlings in 1987 was correct
and we included these data in analyses of recruitment.

Plant sizes

Within a shoot, leaves are produced one at a time
from a central meristem, as in other monocots. Leaf
size increases sequentially both within a shoot and be-
tween shoots on a single plant. To estimate the sizes
(total leaf area) of plants nondestructively, we mea-
sured the lengths of all the leaves of each individual.
A study of leaf tracings had shown that leaf length was
an excellent predictor of leaf area (the regression equa-
tion was: Varea = 0.62(length) — 0.55; N = 207
leaves, spanning the range of natural leaf sizes with
replication; P < 0.0001, R* = 0.99). Using this rela-
tionship, we calculated the total leaf area of each plant
each year.

Stage classification

We devised a stage classification to characterize the
population structure at the annual August census.
Stages have been used rather than (or in combination
with) ages for many organisms (e.g., Goodman 1969,
Werner and Caswell 1977, Law 1983, Hughes 1984,
Hughes and Connell 1987, Law and Edley 1990) to
predict demographic behavior (Caswell 1989b). There
have been basically two kinds of approaches to the
definition of stage classes, numerical (Vandermeer
1978, Moloney 1986), based on maximizing within-
class sample size while minimizing the errors in esti-
mates of growth or survival, and biological (e.g., Lef-
kovitch 1965, Werner 1975, Usher 1976), based on size,
sex, developmental, or other biological states. We
chose a biological approach, combining reproductive
criteria with size criteria (as in Menges 1990), because
reproduction varied much more with size than did sur-
vival.
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Stage class criteria for eight stages. Abbreviations used throughout the paper are in boldface, set off by parentheses.

(1) seeds—included both newly produced seeds as well as old seeds in the soil seed bank; (2) seedlings—newly germinated
plants or plants of similar size; (3) juveniles—postestablishment (sensu Harper 1977) plants, usually at least in their 2nd

yr. although a few seedlings attained this size the st yr; (4)

“*pre’’reproductives—plants that were big enough to reproduce,

but did not reproduce; (5) small reproductives; (6) medium-sized reproductives; (7) large reproductives; and (8) extra-

large reproductives.

Characteristics

Stage

Leaf area (cm?)

Leaf length (cm) Reproductive?

I. Seed (sd)
[I. Vegetative: Nonreproductive
A. Seedling (sdlg)
B. Larger than seedling
1. Juvenile (juv)
2. “‘Pre’’reproductive (pre)
III. Vegetative: Reproductive
. Small (sm)
. Medium (med)
Large (Irg)
Extra-large (xIrg)

SO

<1450 =7 no
<1450 >7 and <18 no
<1450 =18 no
<1450 >18 yes
=1450 and <2050 yes
=2050 and <2950 yes
=2950 yes

To develop classification criteria, we analyzed our
data on (a) the size changes between years and (b) the
relationship between size and reproduction. To classify
the population consistently across plots and years, we
utilized these developmental, size, and reproductive
criteria to define eight stage classes (Table 1).

Two indices of plant size, total leaf area and length
of the largest leaf, were useful for classifying plants
into these classes (Table 1). The length of the largest
leaf was a better classifier than leaf area for nonre-
productives, while total leaf area was a better predictor
of inflorescence production than the length of the larg-
est leaf. Leaf length, which increased markedly be-
tween shoots for small plants, was especially diagnostic
early in development. These plants mostly produced a
single shoot per growing season. Larger plants pro-
duced multiple shoots in a single growing season and
these shoots did not differ as much in leaf length, which
approached its maximum. Also, leaf area accounted for
76, 88, 76, 73, 77, and 77% of the variance among all
plants in inflorescence production in 1982, 1983, 1984
(includes initial plot), 1984 (includes replacement
plot), 1985 and 1986, respectively. (Length of the larg-
est leaf accounted for only = 53, 58, 59, 59, 52, and
49%, respectively as above, of the variance in inflo-
rescence production [PROC REG, SAS 1988].) For
both size variables, we examined frequency distribu-
tions for discontinuities or multimodalities to find the
cutoff points and the number of classes.

Reproduction

To estimate reproduction, we censused each inflo-
rescence every 2 wk, counting the buds, flowers, im-
mature fruits, and mature fruits present. We used more
detailed censuses of fruit production from a sample of
plants at/or near each plot to estimate seed production
per inflorescence in 1984, 1985, and 1986 in each plot.
In these censuses, individual fruits were marked with
colored threads when initiated and fruits were censused

every 3 d until mature (Horvitz and Schemske 1988,
1990, Schemske and Horvitz 1988, 1989). To estimate
seed production per inflorescence in other years, for
each plot, we calculated the mean seed production per
inflorescence over the 3 yr for which we had detailed
data.

To quantify the effects of stage class on reproduction
and to examine the spatiotemporal variation in inflo-
rescence production, we analyzed the effects of plot,
year, and stage, and their interactions, on inflorescence
production with a three-way ANOVA (PROC GLM,
SAS 1988). We also determined the mean number of
inflorescences produced by a given stage in each plot
and year, counting each plant-plot-year observation
once. Plot, year, and stage were fixed effects in the
ANOVA. The data on seed production per inflorescence
for each plot and year were combined with data on the
number of inflorescences per plant of a given stage
class for each plot and year to estimate seed production
per plant for each stage class for each plot and year
(Appendix 1).

Seed fates

One can estimate seed fate probabilities only by ex-
perimental manipulation, since these fates may cryp-
tically vary with seed age and with spatiotemporal het-
erogeneity in the habitat. Subsequent to fruit
maturation each seed may germinate, remain dormant
in the soil, or die. The seeds produced in a given time
and place may contribute to several seedling cohorts,
while a seedling cohort that emerges at a given time
and place may well be composed of many different
cohorts of seeds. Digging up soil samples to estimate
the dormant seed pool is a destructive sampling method
that cannot be carried out inside a plot that is under
long-term demographic study. To fully quantify seed
fate probabilities would require a massive experimental
study in which marked seeds are dispersed by natural
vectors into removable soil samples every year and
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these are censused for germination and dormancy in
subsequent years. There have been few large experi-
mental studies on seed banks (Kalisz 1991), and none
that also include natural dispersal.

We investigated seed fates of C. ovandensis in sev-
eral field experiments, none of which was completely
ideal, but each of which provided data helpful for quan-
titatively estimating seed fates in our demography
plots. These experiments showed that seedling recruit-
ment from the long-lived seed bank was significantly
enhanced by ant transport of seeds, by treefall gaps,
and by el Nifio years (Horvitz and Schemske [994).
To estimate seed germination, seed dormancy, and seed
survival in each year and plot of the present demog-
raphy study, we combined data from the seed dispersal
experiment and data on germination in el Nifio years
vs. non el Nifio years (Horvitz and Schemske 1994)
with data on spatial variation in seedling emergence in
our demographic study plots (Appendix 2).

Fates of vegetative plants

The demographic fates of vegetative (nonseed) in-
dividuals were readily determined, as each plant re-
tained its map location and identity tag between sea-
sons. Plants were classified into stage classes each year
and transition probabilities among stages and survival
probabilities were determined by cross classifying,
stage, by stage, ., including “DEAD"" as an extra class
in the r + 1 year (using PROC FREQ, with a TABLES
statement, SAS 1988).

To determine whether annual cohorts of seedlings
showed variation in survivorship, survivorship curves
were drawn for the 1982, 1983, 1984, 1985, and 1986
cohorts. These were statistically compared (Pyke and
Thompson 1986, Hutchings et al. 1991). Plot 3, the
vandalized plot, was excluded from analysis of 1982
and 1983 cohorts as the fates of seedlings in this plot
could not be followed as long as those from other plots.
To determine how plants changed stage as they aged,
relative frequency distributions of stages were deter-
mined for each age class and compared across ages.

To determine whether transition probabilities varied
through space and time, we performed log-linear anal-
yses (as in Moloney 1988, Caswell 1989H, Harvell et
al. 1990). considering state (stage,) (seven stages, as
above), year (four transition sequences: [982-1983,
1983-1984, 1984-1985, and [985-1986), plot (four
plots. as above) and fate (stage,.|) (seven stage classes
+ dead), as the categorical variables. In one set of
analyses, we examined each state individually, consid-
ering, for that state, the effects of year and plot on fate.
These analyses were based on a three-way contingency
table for each state defined by the factors plot, P, year,
Y. and fate, F. In a second analysis, we asked whether
the entire state-by-fate transition probability table
showed variability by plot and year; this analysis was
based on the four-way contingency table defined by the
factors state, S, plot, P, year, Y, and fate, F.
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A log-linear model to explain the counts, i, in the
three-way table may include various single-factor terms
(P, Y, F) and interaction terms (PY, YF, PF, and PYF).
We follow the conventional notation of hierarchical
models to refer to different models (Caswell 19895).
For example, the fully saturated model (PYF), (Anal-
ysis 5, Appendix 4), is:

log My = U+ Upgy, T Uy T Uiy T Upyy,,

t Uppa, T Uvpgn T Upyrip (1

This model states that one needs to know the values
of each single-factor effect, all the two-way effects,
and the three-way effect to predict the values in the
three-way contingency table. Reduced models have
similar equations, except that some terms are assumed
not to be important for predicting cell frequencies; thus,
these terms are set to zero. Of particular relevance to
our analysis, the distribution of plants into plot and
year categories, P and Y, was preset; thus, the model
PY,F is the appropriate null model. This model asserts
that fate, F, is independent of plot and year, given the
preset plot X year interaction.

A distinct set of expected cell frequencies generated
by each model is compared to the observed cell fre-
quencies by means of the log-likelihood chi-square
(G*). A model **fits” the data, if the cell frequencies
it predicts are close to the observed cell frequencies,
that is, if the value of G? is small. The significance of
an effect is always measured relative to another model
that does not contain that effect; thus, there is more
than one way to measure the significance of a particular
effect (Fienberg 1980). For example, one can test the
significance of the plot X fate interaction, PF, by com-
paring the G%’s of the models PY,F and PY,PF (mar-
ginal test) or by comparing the G>’s of the models
PY.YF and PY,YF,PF (conditional test). Both of these
comparisons involve addition of the PF term to a model
without it. The marginal test asks whether simply add-
ing plot (Analysis 2, Appendix 4) improves the fit,
while the conditional test asks whether adding plot after
year (Analysis 4, Appendix 4) improves the fit. More
than one null model may **fit" a given data set (Bishop
et al. 1975).

Similar theoretical development applies to the four-
way contingency table, except that the saturated model
has more terms and there are many more ways that a
model may depart from complete independence. The
null hypothesis for the four-way table was that fate, F,
of an individual was independent of plot, P, and year,
Y, conditional on its initial state, S. For this model the
YF and the PF terms are set to zero (and any higher
order terms with these interactions in them), resulting
in SPY,SF (Caswell 19895). To calculate the G- for this
model and the related models, (1) SPY.SYF, (2)
SPY.SPF, and (3) SPY,SYF,SPF, one can sum (over all
stages) the stage-specific G*'s. These were calculated
during analyses of the three-way contingency tables
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for each stage (Caswell 19895). To investigate how plot
affected the state by fate transition structure within a
year, and how year affected it for a given plot, we also
analyzed the three-way tables for each year and for
each plot in a similar fashion. the null hypotheses being
SP.SF and SY,SF, respectively.

The log-likelihood statistics for each model were ob-
tained with the CATMOD procedure, LOGLIN option
(SAS 1988), adding 0.5 to all cells to avoid estimation
problems for cells with zero observations (Fingleton
1984).

The Markovian nature of demographic fates

An important issue in population dynamics is wheth-
er the fate of an individual at time ¢ depends only upon
its state at time ¢+ — 1 or if it is additionally influenced
by historical effects, its state at time ¢ — 2, for example
(Caswell 1989b). Independence from historical effects
is termed “*Markovian.”” The projection matrix model
of population dynamics assumes that fates are ‘‘Mar-
kovian.”” We performed log-linear analyses to inves-
tigate this issue, three for each plot, asking whether the
fates of plants in 1984, 1985, and 1986 were condi-
tionally dependent upon their states in 1982, 1983, and
1984, respectively (except at plot 3, which was van-
dalized and then replaced in 1984, in which we were
only able to perform two such analyses, that on fates
in 1984 and that on fates in 1986). Three-way contin-
gency tables, with the following effects were con-
structed: F,, §, |, and S, ., respectively, the fate at time
1, stage at time r — 1 and stage at time 1 — 2. Only
plants with known states at all three censuses, 1, t —
I, and t — 2, were used. Plants that died in the final
year of each sequence were included, but plants that
died in the 2nd yr could not be considered; neither
could new recruits that appeared in the 2nd or 3rd yr.
The null model we proposed for each test was §, » S, |,
S, | F.. asserting that fates in each year are dependent
only upon states in the previous year. Against this null
model, we tested the effects of adding the interaction
S, » F,. proposing the model with all the two-way in-
teractions: S, , S, |. S, | F. S, , F,. This test asks: given
the effects of stage in any year on stage the next year,
is any additional information obtained on the fate at
time ¢ by considering the stage at time r — 29

Constructing the matrix model of
population dvihamics

Plot-vear matrices.—To assemble a projection ma-
trix model of population dynamics based on demo-
graphic probabilities, we used the estimates of repro-
duction, the estimates of seed fates. and the transition
probabilities ot the vegetative individuals for each tran-
sition year and plot, as described above, to develop 16
matrices, four years X four plots. The transition years
were 1982-1983, 1983-1984, 19841985, and 1985-
1986.

Summary matrix—To summarize the pattern of dy-
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namics over all years and plots, we also developed a
single matrix by weighting the observed transitions by
their frequency in the entire data set by pooling all the
observations of particular transition events over the
whole data set. Similarly, we determined the average
reproduction of individuals of different stage classes
from all years and plots, weighting the observations by
the numbers of individuals in each stage class in each
plot and year.

The pooled matrix is a better summary of the de-
mography than a matrix of averages calculated over
the 16 matrices because of the way rarely observed
transitions affect the values. If the averages are taken,
transition events that happen to many individuals in
one year and plot are given equal weighting to tran-
sition events that happen to few individuals in one year
and plot. Only for seed fates did we use the means of
the 16 matrices, as these were proportional estimates
only; they could not be assigned to particular weight-
ings because the number of seeds in the soil seed bank
in each year and plot was not known. We present the
“mean’” matrix (based on averages of the 16 matrices)
in Appendix 5. although the summary matrix from the
pooled observations was used in our analyses of the
overall population dynamics.

Model.—The projection matrix model for all our
analyses was:

n(it + 1) = A X n(), (2)

where n(t) is a vector of all the individuals in the pop-
ulation at time ¢, classified by stage, n(¢t + 1) is the
vector for the population at the next time interval, and
A is the matrix that shows how individuals in each stage
class at one time may become or contribute to each
stage class by one time unit later, in which the columns
refer to stage at time ¢ and the rows refer to stage at
time + + 1. For our population, A is an 8 X 8§ matrix
(Table 2), in which each entry, a,, refers to the con-
tribution of individuals in the j* class at time f to the
i class one time unit later. Nonzero entries in Table 2
are for transitions observed at least once during the
study.

The top left-hand corner, «,,, represents seed dor-
mancy. The other entries in the top row represent the
contribution of plants (counted at time 1) to seeds
(counted at time r + 1). The transition from seed to
seedling (a complex transition involving dispersal, sur-
vival of seeds in the soil, and germination) is given
principally in the second row, first column, a,,; other
nonzero entries in the first column represent the prob-
ability that a seed becomes a seedling that grows very
quickly.

The exact meanings of the other entries in the top
row, a,, through «,, in our model, depend upon the
timing of the census interval, as chosen by the inves-
tigator, with respect to the phenology of reproduction
of a given organism (Caswell 1989h). These entries
have often been poorly defined and incorrectly para-
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Structure for matrix model of population dynamics of Calathea ovandensis. Bold entries in the top row from the

“Juv.’ to the “*Xlrg.”" stage represent contribution to seeds. Entries along the diagonal represent survival without change
of stage. Nonzero entries above the diagonal indicate regression, while those below the diagonal represent growth.

Stage at Stage at time ¢

time t + | Sd Sdlg. Juv. Pre. Sm. Med. Lrg. Xlrg.
Sd. ay 0 ay Ay a5 (313 a, Ay
Sdlg. s, asn [ 0 0 0 0 0
Juv. < Az, Uz sy s sy, Uz 0
Pre. 0 s Uy ayy dys Uy aygy [
Sm. 0 0 Us, Usy Uss Usg dsy sy
Med. 0 0 ex Uy Ugs o Uy U
Lrg. 0 0 0 sy qs Uqe, gy Uy
Xlrg. 0 0 0 gy Uys Uyge, Uyy [

meterized (discussed in Horvitz and Schemske 19864,
Caswell 1989b). In the current study, the population
was censused in August and the total number of seeds
at time 1 includes old seeds in the dormant seed pool
and new seeds that have just been produced by plants.
The entries for new seeds in the top row of the j®
column are calculated by:

ay = E ay; X r,

summed over all reproductive stages
(i goes from 5 to 8),

(3)

where «,, = the probability that a plant of stage j will
become a reproductive of stage i and r, = the number
of seeds produced per plant of stage i. This means that
any stage that includes some plants that may become
reproductives by time + + | may have a nonzero entry
in the top row. For example, for the fourth stage class,
the **pre reproductives,” the probabilities that a plant
in this class at time r will become a small, medium,
large. or extra-large reproductive by ¢ + 1 are as,, a,,.
dyy, and ay,, respectively (Table 2). Each of these is
multiplied by the number of seeds contributed by each
class at time f + | (Appendix 1). Summing these prod-
ucts gives ay,, the total seeds contributed to the pop-
ulation at time ¢ + [ by each prereproductive counted
at time 1.

Spatial and temporal variabilitv in projection matrix
parameters.—To examine the patterns and the spatial
and temporal heterogeneity of the parameters in the
projection matrices, we calculated the coefficients of
variation Cv (Sp/mean; note that the ¢v is not defined
when the mean = 0), overall and through space and
time, as follows. This analysis only refers to those pa-
rameters corresponding to transitions that were ob-
served at least once, yielding 46 matrix entries of the
64 possible ones (Table 2 shows the nonzero entries).
For spatial variation, we calculated the ¢v’s among
plots in each year and then, to summarize, we calcu-
lated the mean of this statistic over the 4 yr (or fewer
as in some cases the cv was not defined). For temporal
variation, we calculated the cv’s among years for a
given plot and then, to summarize, we calculated the
mean of this statistic over the four plots (or fewer as
in some cases the v was not defined). We then tested

whether there was significantly more variation through
space or through time by counting the number of entries
for which spatial variability exceeded temporal vari-
ability and analyzing this pattern (sign test, Siegel
1956).

Environmental correlation among demographic pa-
rameters.—To reduce the dimensionality of the cor-
relation matrix that would be used to determine whether
environmental variation affected different demograph-
ic parameters similarly, we summarized the fates of
plants into three categories: regression (becoming
smaller), stasis (sensu Silvertown et al. 1993, survival
without changing stage), growth (becoming larger) by
summing the appropriate matrix entries. Also, for each
plot and year, we used the number of seeds produced
per individual by each of the four reproductive stages.
Thus, there were four seed production parameters and
eight parameters each for regression, stasis, and growth
for each of the 16 plot-year matrices, resulting in a 28
X 28 correlation matrix (4 + (8 X 3)). In this context,
environmental variation was represented by the 16 ma-
trices. The signs of these correlations were analyzed
by blocks to compare correlations of particular de-
mographic features (regression, stasis, growth, and
seed production) within and among stages. Within each
block, to analyze whether there was a significantly pos-
itive or negative trend, a binomial test was applied
(Siegel 1956).

Matrix analvsis

Brief theoretical background.—A projection matrix
representation is a useful way to summarize the overall
demographic conditions of a given environment be-
cause the analytic parameters of the matrix, the eigen-
values and eigenvectors, have interesting biological in-
terpretations. The matrix summarizes how the
environment acts on a population through time to
change the numbers and relative distribution of indi-
viduals in different stages. The dominant eigenvalue,
when it exists (which it does for the kind of matrix
structure, i.e., nonnegative, irreducible, and primitive,
that corresponds to most life histories; Caswell 1989h)
is of greatest biological interest. It corresponds to the
asymptotic population growth rate, \,, a measure of
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average fitness of the individuals living in a given en-
vironment; In A\, = r, the instantaneous growth rate
(Fisher 1930, Charlesworth 1980, Caswell 19895b). The
associated right (column) and left (row) eigenvectors
correspond to the stable-stage distribution, w (scaled
so that all the elements sum to 1), and stage-specific
reproductive values, v, respectively.

Further analyses based on these vectors yield a sen-
sitivity value,

INBa,; = vwi/w,y) (4)
(Caswell 1978) and elasticity value,
a /N, X 3N [day (5)

(Caswell et al. 1984, de Kroon et al. 1986) for each
entry of the matrix, a,. In practice, one may scale the
eigenvectors so that (w,y) = | (Caswell 1978) and then
the expression for each sensitivity value is given by
the product of the representation in the stable-stage
distribution for the current stage, j, with the reproduc-
tive value of the future stage, I.

The full spectrum of eigenvalues and eigenvectors
(there are as many as there are dimensions in the ma-
trix) can also yield interesting biological information,
elucidating the transient dynamics exhibited by pop-
ulations that are not at the stable-stage distribution.
Populations that are far from the stable-stage distri-
bution will exhibit short-term behavior that may differ
considerably from the asymptotic behavior. In this pa-
per, we are concerned principally with the analysis of
the asymptotic dynamics rather than the transient dy-
namics and we focus on the analyses of the dominant
eigenvalue and its associated eigenvectors. Neverthe-
less, to indicate the relative importance of the dominant
eigenvalue in the overall dynamics, we also present the

“damping ratio”™ = \,/\,, (6)

where A, is the subdominant eigenvalue, the one whose
absolute magnitude is the largest among the remaining
eigenvalues (Caswell 1989h). Its associated eigenvec-
tor is the other main ““direction’ in the trajectory of
the population, next in importance to the stable-stage
distribution.

Finding, scaling, and using the eigenvalues and ei-
genvectors.—For each of our matrices, we used the
“eig” function of PC-MATLAB (MathWorks 1989) to
obtain the eigenvalues and the eigenvectors. To obtain
the right eigenvector we analyzed the matrix itself and
for the left eigenvector we analyzed the transpose of
the matrix. We then scaled the right and left eigenvec-
tors such that all the elements of the right eigenvector
summed to one and that {(w,y) = [ (Caswell 1978). We
calculated sensitivity and elasticity using the scaled
vectors.

Biological interpretations.—The biological interest
in the asymptotic growth rate, A, associated with a
given matrix is not principally to predict future pop-
ulation size (which can only be done if the environment
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remains invariant with time, which it usually doesn’t).
Rather, it is most interesting as a synthetic measure of
demographic success (and, thus, of average fitness) in
a given environment. This single parameter is very use-
ful for comparing the demography of different envi-
ronments or for determining how small changes in sin-
gle life history transitions will affect population fate.
It puts into one currency changes affecting various
kinds of vital rates.

The stable-stage distribution gives the steady-state
proportion of individuals in each stage class. occurring
as the asymptotic growth rate is realized. The relative
frequencies of stages will converge on this distribution,
no matter what the initial frequencies. The difference
between an observed distribution and the stable dis-
tribution provides insight about the relevance of the
asymptotic analyses to the near-term population dy-
namics.

To examine whether observed populations were sig-
nificantly different from the stable-stage distributions,
we did a G test comparing observed and expected dis-
tributions for each plot and year. We did these analyses
for vegetative individuals only, not seeds, because we
did not know how many seeds were in the soil seed
bank. To determine how far the observed distribution
was from the expected, we calculated the PS, the pro-
portional similarity index,

i1
PS = > min(a, b) X 100, N

"

where there are n stages and ¢, is the proportion of
individuals in the /" stage of the stable-stage distri-
bution and b, is the proportion of individuals in the i*
stage of the observed stage distribution.

The reproductive value of each stage class is a mea-
sure that reflects the expected relative “‘usefulness™ of
an individual of that stage as a parent in the current
year and in the future (Fisher 1930, Mertz 1971, Ca-
swell 1980, 1981, Yodzis 1981, Goodman 1982). To
understand the meaning of reproductive value, imagine
a new population is being founded in a particular en-
vironment in which the founders are composed entirely
of one stage class. If the chosen stage is the stage of
highest reproductive value, then the population will
ultimately be bigger in absolute numbers at any time
t than if any other stage had been chosen.

The sensitivity is one index that measures how
changes in individual life history parameters influence
population growth rate. The sensitivity is the slope of
N, with respect to a perturbation, defined as a small
change in a particular demographic transition param-
eter in the neighborhood of the observed transition.
High sensitivity for a given transition means that small
changes in its value will have large effects on k|, which
measures average fitness. Thus, sensitivity reflects the
demographic potential for selection to act on characters
that affect particular transitions; for selection to op-
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erate. character variation must not only significantly
affect particular fitness components but also these ef-
fects must translate into effects on overall fitness. The
sensitivities are also the basis for calculating many oth-
er parameters, including the elasticities (Caswell et al.
1984, de Kroon et al. 1986) and the contributions of
variance in demographic parameters to variance in pop-
ulation growth rate (Rao and Sarma 1986, Levin et al.
1987, Lande 1988, Caswell 1989¢, b, Silva et al. 1991,
Brault and Caswell 1993).

Some limitations to the insights gained from ex-
amining sensitivities should be considered, however.
Sensitivities are affected by the scale of the demo-
graphic transitions themselves and are thus difficult to
compare across stages of vastly different values, like
seed production vs. survival probabilities. A “‘small
change” (by a fixed amount, say =0.01) in survival is
always proportionally greater than a “small change”
(by the same fixed amount, =0.01) in seed production,
simply due to scale differences. Also, they are only
relevant in the neighborhood of the observed transi-
tions. In general, X, does not respond linearly to
changes in transitions. For examining the effects of
large perturbations, simulations may be the best tech-
nique. Lastly, sensitivities are defined even for tran-
sitions that have not been observed in a particular hab-
itat so that they may unrealistically reflect the
importance of these transitions (de Kroon et al. 1986,
Moloney 1988).

Elasticity is a measure of proportional sensitivity.
Each elasticity parameter is a product of the sensitivity
with the actual transition value divided by the popu-
lation growth rate (Eq. 5). Elasticity measures the ef-
fects of proportionally scaled perturbations; if all tran-
sition values are changed by x%, what will be the
proportionate contribution of each to changes in pop-
ulation growth? Unlike sensitivities they are only non-
zero for transitions that are also nonzero. Elasticities
are more readily comparable among stages than are the
sensitivities because they are already scaled by the
magnitudes of the transitions themselves. Also they are
additive, summing to one for an entire matrix. They
readily lend themselves to analyses of subsets of tran-
sitions summed together. For example, adding all the
elasticities in a particular column gives that stage’s total
proportional contribution to population growth through
several routes: making seeds, growing, shrinking, and
remaining alive without growing.

Although older papers reported sensitivities and not
elasticities (pre de Kroon et al. 1986), and many recent
papers have done the opposite (post de Kroon et al.
1986), we prefer to report both indices, as they provide
different information and different insights.

Spatial and temporal variability.—We examined the
patterns of the spatial and temporal variability in the
population growth rates, the stable-stage distributions,
and the reproductive values graphically.

To examine the spatial and temporal heterogeneity
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of sensitivities and elasticities, we also present these
data graphically. In addition, for the relevant subsets
of the 64 entries in the sensitivity and elasticity ma-
trices, we examined the mean value over the 16 ma-
trices and the coefficients of variation cv (sb/mean,
note that the ¢v is not defined when the mean = 0),
overall and through space and time, as follows. We
included sensitivity values for only transitions that
were observed at least once, yielding 46 entries of the
64 possible ones (Table 2 shows the nonzero entries).
We included elasticity values for nonzero entries in the
elasticity matrix, yielding 44 of the 64 possible ones.
For spatial variation, we calculated the cv’s among
plots in each year and then, to summarize, we calcu-
lated the mean of this statistic over the 4 yr (or fewer
since in some cases the ¢v was not defined). For tem-
poral variation, we calculated the ¢v’s among years for
a given plot and then, to summarize, we calculated the
mean of this statistic over the four plots (of fewer since
in some cases the cv was not defined). For both sen-
sitivity and elasticity, we then tested whether there was
significantly more variation through space or through
time by counting the number of entries for which spa-
tial variability exceeded temporal variability and an-
alyzing this pattern (sign test, Siegel 1956).

Correlations of stage-specific elasticity with
population growth rates

The importance of different life history events may
vary according to how much populations are increasing
or decreasing (or remaining stable) in size. We inves-
tigated this hypothesis by performing Spearman rank
correlation analyses between A, and the elasticity of
each matrix entry, with N = 16 matrices for each cor-
relation (as in Silvertown et al. 1993). We then adjusted
the significance levels, calculating tablewise alphas by
the Bonferroni sequential test (Rice 1989).

REsuLTS
Overview of spatiotemporal variation

During the course of the study we had the oppor-
tunity to observe the demographic behavior of many
individuals of our study organism facing several en-
vironments. Although we began this study by marking
only 617 plants in 1982, by 1987, we had mapped,
measured and observed 5944 plants. Not only was there
initial variation among the study plots, but also there
was environmental variation that occurred among
years, including a treefall in [ yr at one plot (in 1985
at plot 1) and el Nino events in 2 yr (1983 and [987)
affecting all plots. Both treefalls and el Nifio events
stimulate seedling recruitment from the seed bank,
probably by causing an increase in soil temperature
(experimental results in Horvitz and Schemske 1994).
Also, the biotic interactions affecting seed production
and seedling recruitment varied spatiotemporally, in-
cluding dispersers (Horvitz and Schemske 19864, b, ¢,
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cohorts:

100;

Log N

Fig. 1. Age-specific survivorship for five cohorts, in
which age is defined as “‘time since germination.”” The age-
specific mortality percentages for ages O—1, 1-2, and 3-4 (not
significantly different by cohorts) were 93.4, 52.0, and 22.5%,
respectively (for year 1, LR, = 2.22 and df = 4, ns; for year
2. LR, = 3.26 and df = 3, ns: for year 4, LR, = 1.00 and
df = 1. Ns: Logrank Test [LR]. Hutchings et al. 1991). For
age 2-3. the 1983 cohort had 12.2% mortality. significantly
less than the other cohorts with 50.0 and 46.4% (LR, = 8.25
and df = 2. P < 0.025).

1994), consumers of reproductive tissues (Horvitz and
Schemske 1984, Schemske and Horvitz 1988), ant-
guard defenders (Horvitz and Schemske 1984, 1990,
Schemske and Horvitz 1988) and pollinators (Schem-
ske and Horvitz 1984, 1989, Horvitz and Schemske
1990).

Spatiotemporal variability in seed production vs.
seedling emergence.—The patterns of variability
through space and time were different for seeds than
for seedlings. Seed production varied more through
space than seedling numbers (the mean cv among
plots was 75 and 54%, for seeds and seedlings, re-
spectively, N = 5 yr). Seedling numbers varied more
through time than seed production (the mean cv
among plots was 71 and 43%, for seedlings and seeds,
respectively, N = 4 plots). These patterns underscore
the fact that both spatial and temporal variability must
be considered in estimating the production and the
fates of seeds.

In the demographic study plots, the total number of
seedlings emerging varied nearly [0-fold among years
(from 195 to 1837 seedlings, during the years 1982—
1987), while seed production varied only 2.4-fold
among years (during the years 1982-1986). Seedling
emergence in the years 1983-1987 was not correlated
with the seed production in the previous year (r =
0.34, N = 5 yr, P = 0.58), but it was highly correlated
with el Nifio, scoring el Nifo years as | and non el
Nifio years as 0 (r = 0.91, N = 5 yr, P = 0.03).

Age-specific survivorship and growth of
seedling cohorts

To analyze the effects of age on survivorship and
stage transitions, we defined ‘‘age™ as ‘‘time since
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germination.”” New seedlings were considered age 0
(ages defined by *‘time since seed maturation™ were
unknown due to the long-lived seed bank). Age-spe-
cific survivorship curves were drawn for five seedling
cohorts, 1982, 1983, 1984, 1985 and 1986 (Fig. 1).
The slopes of these curves, indicating the risk of mor-
tality, were remarkably similar; mortality dropped
with age for most cohorts. There was no significant
difference in mortality among the cohorts during the
Ist, 2nd, or 4th yr of age. New seedlings suffered the
highest mortality. Mortality the 2nd yr was about half
as severe (Fig. 1). Third-year mortality differed sig-
nificantly by cohort, dropping markedly for the 1983
cohort, while remaining higher for the 1982 and 1985
cohorts. Fourth-year mortality also dropped and Sth
yr mortality was 0%.

Pooling observations during the 5-yr study of all
the cohorts into age classes, we analyzed the size class
distributions for the following ages: 1 yr olds (N =
187), 2 yr olds (N = 83), 3 yr olds (N = 55), 4 yr
olds (N = 31), and 5 yr olds (N = 4). Seventy-five
percent of | yr olds were in the juvenile size class.
An increasing percentage of plants were of prere-
productive size with each passing year (6, 22, 33, and
55% for ages [, 2, 3, and 4, respectively). Similarly,
the reproductives increased in relative numbers with
age (0, 7, 16, and 16% for ages 1, 2, 3, and 4, re-
spectively), with medium-sized reproductives found
only among the 4-yr-old plants (3%). Of the very few
plants that survived from germination to 5 yr of age
during the 5-yr study, two were prereproductives and
two were juveniles. These results indicate a general
trend toward increasing size class with age, but they
also indicate considerable developmental plasticity in
growth.

Density of stage groups

To summarize variation in vegetative stage structure
graphically for comparing among years and sites, we
grouped stage classes into (a) seedlings, (b) nonre-
productives (juveniles + prereproductives), and (¢) all
reproductives, and calculated the densities at each plot
and year. The relative densities of these groups, as well
as the total densities of vegetative individuals, varied
among the four plots and among the 5 yr (Fig. 2). There
was more variation among the plots than among the
years for a given plot for all stage groups except seed-
lings. The density of reproductives varied nearly four-
fold among the plots, and the density of seedlings var-
ied even more (4.5-fold up to 10-fold) among years
(Fig. 2). The years with the highest seedling densities
were 1983 and 1987, both el Nifio years (Fig. 2). Fo-
cusing on the nonseedling stage structure, we unex-
pectedly found that plot 2 was more similar to plot 4
in structure, while plot 3 was more similar to plot |
(Fig. 2). Plots 2 and 4 had relatively more nonrepro-
ductives than reproductives in all years. In contrast,
plots | and 3 had more reproductives or equal densities
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Mean density of plants, the number of individuals per square metre, belonging to each stage group at each plot

and year. Seedlings are represented by hatched bars. The juveniles and prereproductives were added together, represented
by stippled bars. as were all the reproductives, represented by solid bars. The nonseedling plants in 1987 could not be
appropriately classified and were not included. The density of reproductives. which varied more through space than time.
ranged from a low of 0.68 individual/m? at plot 1 to a high of 2.53 individuals/m® at plot 3 (averaged over 5 yr for each
plot). The density of seedlings, which varied more through time than space, showed over 10-fold variation among years at
plots 1. 3, and 4. and 4.5-fold variation among years at plot 2. The two el Nifio years, 1983 and 1987, had the highest
scedling densities. Note that even plot 1, which had no seedlings at all in 1982, increased markedly (from 0 to 57) in numbers

of seedlings between 1982 and [983.

of reproductives and nonreproductives in most years
(Fig. 2).

There was no a priori or apparent environmental fac-
tor responsible for the similarity of plots 2 and 4 vs.
plots | and 3;: in fact, plots 1 and 3 were farther apart
from each other geographically and *‘looked” the most
different from each other. Neither did plots 2 and 4
“resemble’ each other in shadiness, substrate, or gen-
eral aspect. Due to such unexpected patterns emerging
from the data, we will continue to refer to the plots by
their numbers rather than by some (unknown) descrip-
tive phrase.

Effects of stage, plot, and vear on
inflorescence production

The number of inflorescences per plant varied sig-
nificantly by stage class, plot, and year (Table 3). The

F value for the effect of stage was 25-26 times larger
than that of the effects of either year or plot (Table 3).
The number of inflorescences per plant varied 3.5-fold
among stages, 1.9-fold among plots, and 1.5-fold
among years. The best plot for inflorescence production
was plot 3 (X = sp = 2.5 + 1.50, N = 234 obser-
vations of reproductives in the original plot: 2.05 +
1.4, N = 135 observations ot reproductives in the re-
placement plot). The best year was 1983 (2.3 = 1.5,
N = 211). The number of inflorescences per plant in-
creased with size class (1.27, 2.09, 2.87, and 4.42 in-
florescences per plant for small, medium, large, and
extra-large reproductives, respectively). Year and plot
interacted significantly in their effects (Table 3). Most
interestingly, there was a significant interaction be-
tween stage and year and a marginally significant in-
teraction between stage and plot (Table 3), indicating
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TasLe 3. Three-way ANOVA of the effects of plot. year.
and_stage (as fixed effects) on inflorescence production
[V (number of inflorescences + 1)] of reproductive plants.
In these analyses of the behaviors of stage classes, there
were N's of 645, 2020 135, and 55 for observations of small,
medium, large, and extra-large reproductives pooled over
all years and plots, respectively. The model accounted for
59% of the variation in inflorescence production.

Source df F P

Main effects

Stage 3 153.6 0.0001

Year 4 6.6 0.0001

Plot 4 6.0 0.0001
Interaction effects

Stage X Year 12 2.3 0.006

Stage X Plot 10 1.6 0.10

Year X Plot 12 4.3 0.0001

Stage X Plot X Year 18 1.2 NS
Model 63 22.42 0.0001
Error 973

that even for a given stage. spatial and temporal effects
were also important. Because of the interaction effects,
separate two-way ANOVAs for each stage class were
performed. These analyses confirmed the importance
of temporal and spatial variation in inflorescence pro-
duction for plants of each reproductive stage (Table 4).

Log-linear analyses of futes of vegetative individuals

In the analyses of each separate stage, we found that
plot significantly affected transitions for three stages
(seedlings, small reproductives, and juveniles) and that
year significantly affected transitions for three stages
(seedlings. small reproductives, and large reproduc-
tives) (Table 5). For year and plot effects, the marginal
(Analyses 1 and 2, Appendix 4) and conditional (Anal-
yses 3 and 4, Appendix 4) tests gave nearly the same
results. We also found that historical effects were not
significant, confirming the Markovian nature of the
transitions (Table 6).

We describe how total survival of a stage class varied
by plot and year (calculated by summing the appro-
priate column entries for each matrix in Table 7), em-
phasizing significant effects. The fates of seedlings and
small reproductives were significantly affected by both
plotand year (Table 5). The fates of large reproductives
were affected by year, but not plot, and the fates of
juveniles were affected by plot, but not year (Table 5).

TaBlE 4. Results of two-way ANOVAs of the_effects of
plot and year on inflorescence production |V (number of

inflorescences + 1)] tor each stage class.

Model
Plot X
Stage dfy s Afo F Plot  Year year
Small 20 624  2.83° NS o X
Medium 17 184 3.76 NS
Large 15 19 327 NS Hx *
Extra-large 8 46 2.98%* NS T NS

TP <008 % P <005 %P < 0.0l 72 P < 0.0001.
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TasLE 5. Results of log-linear analyses of effects of plot
and year on fates of Calathea ovandensis. Whether the null
hypothesis fit and whether the incremental change in G*
for the added effects of plot and of year were significant
is indicated (sce Appendix 4 for details).

Stage Null fit? Plot Year
Seedlings no
Juveniles yes NS
Prerep. yes NS NS
Small rep. no ®
Med. rep. yes NS NS
Large rep. yes NS *
Xlarge rep. yes NS NS
All stages yes *

* P < 0.05 or less: both marginal and conditional tests of
the effects.

Plots and/or years that were most beneficial to certain
Stages were not necessarily good for other stages.
While plot 2 was the most favorable for the survival
of seedlings, plot 1 was better for the survival of ju-
veniles and small reproductives (Table 7). Similarly,
19821983 was the best year for seedlings, but the
worst year for large reproductives, while 1985-1986
was the best year for small reproductives (Table 7). Not
only was total survival of stages affected by plot and
year, but similar variation was evident in the distri-
bution of survivors among stage classes, how much
they regressed, stayed the same, or grew (Table 7). For
example, the stage fates of seedlings that survived the
1982—-1983 year varied among plots. In plots 3 and 4
all the survivors advanced one stage, while in plot 2
some survivors advanced two stages (Table 7). Such
spatiotemporal effects on the fates of individual life
history stages provide motivation for analyzing the dy-
namics of the separate years and plots.

The analysis of the four-way contingency table of
overall state by fate transitions showed that the null
model SPY,SF fit the data (Table 5, Appendix 4, Anal-
ysis 1, four-way model), indicating that initial state was
sufficient for predicting fate, given the distribution of
states over plots and years. Nevertheless, the incre-
mental changes in G? by adding the year and plot etfects
were significant (Table 5), underlining the importance
of year and plot in refining the ability of the model to
predict fates (H. Caswell 1989b and personal com-
munication). That the null hypothesis fit the data in-
dicates that state was so overwhelmingly predictive of
fate that the variation among years and plots added

TaBLE 6. Results of log-lincar analyses of historical effects
on demographic fates at cach plot. The incremental G2 and
df for the conditional effects of stage at time 1 — 2 on fate
at time t are given (none were significant).

Plot 1 Plot 2 Plot 3 Plot 4
Year, t+ df  G? df  G? df G df G
1984 3 0.7 8 4.2 9 3.9 3 0.5
1985 6 2.0 12 8.0 5 37
1986 5 4.0 9 10.1 4 1.6 4 1.0
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FiG. 3. (a) Annual survival for each stage class, sum of
the appropriate entries in each column of the matrix for ob-
servations from all years and plots pooled. (b) Mean fertility,
number of seeds produced per plant per year, for each stage
class, averaged over observations of reproductive plants from
all years and plots pooled.

little to explain the heterogeneity in the data. The anal-
yses of three-way tables of the effects of plots in each
year and of the effects of years in each plot also sup-
ported this conclusion. SP,SF fit the data for 4 yr (G?’s
were 128.8, 133.7, 117.0, and 110.7, respectively, for
1982-1983, 1983-1984, 1984-1985 and 1985-1986, df
= 147 in all years). Thus, given the distribution of
states over years, state was a sufficient predictor of
fate, while plot was not necessary. SY,SF fit the data
in three of four plots (G¥'s were 75.4, 117.7, 181.6,
and 53.6, respectively, for plots 1, 2, 3, and 4, df =
147 in all plots, P < 0.05 for plot 3). Thus, given the
distribution of states over plots, state was predictive of
fate and year was not necessary, except at plot 3, where
year was needed to predict fates.

These results emphasize that one overall set of state-
by-fate transitions may reflect a meaningful synthetic
view of the overall demographic patterns of this plant,
even though, on a stage-specific basis, there was sig-
nificant variation through space and time. In other
words, there is motivation to consider the individual
plot-year combinations as well as to analyze an overall
pattern. This is the reason we present both the summary
matrix and the 16 individual matrices.
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The summary matrix: structure and
analytical properties

The matrix surrounding the observations pooled over
all plots and years shows the complexity of the life
cycle for this understory herb. These plants could sur-
vive without a change in stage, or they could grow or
shrink by one or several stages. Plants that were not
reproductive in one year often contributed to the next
year’s seeds by becoming reproductive in the next year
(Table 8). For five stages, including seeds, juveniles,
prereproductives, small reproductives, and large re-
productives, staying the same size was the most prob-
able event for a survivor (Table 8). Only seedlings were
more likely to advance a stage than to remain in the
same size class (Table 8). Both medium and extra-large
reproductives that survived were more likely to shrink
to a smaller stage than to remain in the same stage or
grow to a larger stage (columns S and 7, Table 8). All
postseedl