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Abstract. Let Ψ = {ψ1, . . . , ψL} ⊂ L2 := L2(−∞,∞) generate a tight
affine frame with dilation factor M , where 2 ≤M ∈ Z, and sampling constant
b = 1 (for the zeroth scale level). Then for 1 ≤ N ∈ Z, N×oversampling
(or oversampling by N) means replacing the sampling constant 1 by 1/N .
The Second Oversampling Theorem asserts that N×oversampling of the given
tight affine frame generated by Ψ preserves a tight affine frame, provided that
N = N0 is relatively prime to M (i.e., gcd(N0,M) = 1). In this paper, we
discuss the preservation of tightness in mN0×oversampling, where 1 ≤ m|M
(i.e., 1 ≤ m ≤ M and gcd(m,M) = m). We also show that tight affine
frame preservation in mN0×oversampling is equivalent to the property of shift-
invariance with respect to 1

mN0
Z of the affine frame operator Q0,N0 defined

on the zeroth scale level.

1. Introduction and results

A family Ψ = {ψ1, . . . , ψL} ⊂ L2 := L2(−∞,∞) is said to generate a tight affine
frame

F1 = {ψl;j,k(x) := M j/2ψl(M jx− k) : j, k ∈ Z, l = 1, . . . , L}(1)

of L2 with dilation factor M where 2 ≤M ∈ Z (or for simplicity, we say that Ψ is a
tight affine frame of L2), if there exists a positive constant A, called frame (bound)
constant, such that

L∑
l=1

∑
j,k∈Z

|〈f, ψl;j,k〉|2 = A‖f‖22 for all f ∈ L2.(2)

Here, the standard notation for L2-inner product and L2-norm is used. In addition,
the definition

f̂(ω) :=
∫ ∞
−∞

f(x)e−ixωdx, f ∈ L1,
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of the Fourier transform will be used throughout this paper. Also, for any Ψ =
{ψ1, . . . , ψL} ⊂ L2 that satisfies the property

H(ω) :=
L∑
l=1

∑
k∈Z

|ψ̂l(·+ 2kπ)|2 ∈ L∞(−∞,∞),(3)

we consider the affine frame operators Q0,n, 1 ≤ n ∈ Z, defined by

(Q0,nf)(x) :=
L∑
l=1

∑
k∈Z

〈f, ψl(· − k/n)〉ψl(x− k/n), f ∈ L2,(4)

on the zeroth scale level, and denote Q0 := Q0,1. Clearly, we have

‖Q0,nf‖2 ≤ n‖H‖∞‖f‖2.(5)

The reason for the terminology of “affine frame operators” is that, by introducing
the dilation operator

Djf := f(M j·), j ∈ Z,(6)

Ψ ⊂ L2 is a tight affine frame of L2 (in the sense that the family F1 in (1) is a tight
frame of L2), if and only if both (3) and, for some constant A > 0,∑

j∈Z

D−jQ0Dj = AI(7)

are satisfied.
For M = 2, a complete characterization of tight affine frames (more precisely,

orthonormal wavelets) is discussed in [12], and a generalization from M = 2 to
arbitrary real dilation a > 1 is given in [10]. Generalizations to matrix dilation
have been studied in [3, 4, 5] for matrices with integer entries, and most recently in
[6] for arbitrary real matrices. Of course, all the eigenvalues of the dilation matrices
must have magnitudes greater than one. For the univariate setting with dilation
factor a > 1, where aγ =: na ∈ Z for some 1 ≤ γ ∈ Z, and γ being the smallest
such integer exponent, the full characterization in [10] reduces to the following.

Theorem A. Let Ψ = {ψ1, . . . , ψL} ⊂ L2, b 6= 0 and a > 1 with{
aγ =: na ∈ Z;
aj 6∈ Z for γ > j ∈ Z\{0}.(8)

Then {aj/2ψl(aj · −kb) : j, k ∈ Z, l = 1, . . . , L} is a tight frame of L2 with frame
constant A, if and only if

L∑
l=1

∑
j∈Z

|ψ̂l(ajω)|2 = A a.e. ω ∈ R(9)

and
L∑
l=1

∞∑
j=0

ψ̂l(n
j
aω)ψ̂l(nja(ω + 2b−1dπ)) = 0 a.e. ω ∈ R(10)

for any d ∈ Z\naZ.

Returning to the special case a = M ∈ Z and b = 1, let us also recall the
following Second Oversampling Theorem established in [7].
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Theorem B. Let 2 ≤ M ∈ Z and assume that Ψ = {ψ1, . . . , ψL} ⊂ L2 generates
a tight affine frame F1 in (1) of L2 with frame constant A > 0. Then for any
2 ≤ m ∈ Z with gcd(m,M) = 1,

Fm = {M j/2ψl(M jx− k/m) : j, k ∈ Z, l = 1, . . . , L}(11)

is also a tight frame of L2, with frame constant mA.

The notion of oversampling affine frames was first introduced in [8], where the
result for M = 2 was obtained, although [8] has a later publication date than [7],
which deals with the theory of affine frames in general. Generalizations to matrix
dilation was studied in [9] and, in full generality, in [6]. In addition, oversampling by
Mk was discussed in [11] for dilation M = 2 for tight affine frames, and arbitrary
2 ≤ M ∈ Z in [13, Chapter 5] for bi-orthogonal wavelets, where 0 < k ∈ Z. A
generalization of [11] to matrix dilation was also mentioned in [6]. Observe, however,
that since the assumption gcd(m,M) = 1 is violated for m = Mk, 0 < k ∈ Z, it is
necessary to derive additional characterization equations, besides those in (10) for
1 < a = na = M ∈ Z and b = 1. For instance, by reducing the matrix consideration
in [6] to the scalar setting, a necessary and sufficient condition for tight affine frame
preservation in Mn0×oversampling, with 0 < n0 ∈ Z, is that

L∑
l=1

n0−1∑
j=0

ψ̂l(M jω)ψ̂l(M j(ω + 2dπ)) = 0 a.e. ω ∈ R(12)

for all d ∈ Z\MZ.
The objective of this paper is to establish necessary and sufficient conditions for

tight affine frame preservation in oversampling by mN0, where gcd(N0,M) = 1,
1 ≤ m ≤ M , and gcd(m,M) = m. One of the equivalent conditions, stated in
Theorem 2, is that the affine frame operator Q0,N0 in (4), with n = N0, is shift-
invariant with respect to 1

mN0
Z. To facilitate the statement of our results, we need

the notation of the shift operator

τy : f 7−→ f(· − y), y ∈ R.(13)

Theorem 1. Let 2 ≤M ∈ Z and assume that Ψ = {ψ1, . . . , ψL} ⊂ L2 generates a
tight affine frame F1 in (1) of L2 with frame constant A > 0. Consider 2 ≤ m ≤M
with gcd(m,M) = m. Then the following statements are equivalent:

(i) Fm in (11) is a tight frame of L2;

(ii)
∑L

l=1 ψ̂l(ω)ψ̂l(ω + 2πd) = 0 a.e. ω ∈ R, for all d ∈ Z\mZ;
(iii) Q0 is shift-invariant with respect to 1

mZ, i.e.,

τk/mQ0 = Q0τk/m for all k ∈ Z;(14)

(iv) Q0,m = mQ0;
(v) there exists some 2π-periodic unitary matrix A(ω) of dimension L such that

e−iω/mΦ̂(ω) = A(ω)Φ̂(ω) a.e. ω ∈ R,(15)

where Φ = [ψ1 . . . ψL]T is the column vector of the functions in Ψ.

The 2π-periodic matrix A(ω) in (15) of Theorem 1 acts like a bases transform
on the shift-invariant space generated by ψl(· − k), l = 1, . . . , L, k ∈ Z. Such an
invertible transform of frames was discussed in [1, 13]. In particular, the implication
of (v)=⇒(i) was given in [13, Theorem 6.1].



4 CHARLES K. CHUI AND QIYU SUN

In addition, the equivalence of (ii) and (v) was proved in [14] for the special case
where L = 1, M = 2, and that F1 is an orthonormal basis of L2. But the proof in
[14] does not seem to have a simple generalization to the study of frames for L ≥ 1
and M ≥ 2. In this regard, our proof of (ii)=⇒(v) is fairly technical.

From (iii) of Theorem 1, we see that the range W0 := Q0L
2 of the operator Q0 is

shift-invariant over 1
mZ. If F1 in (1) is an orthonormal basis of L2, then as in [14],

W0 is generated by `2 linear combinations of integer shifts of ψ1, . . . , ψL; namely,

W0 =


L∑
l=1

∑
j∈Z

dl(j)ψl(· − j) : {dl(j)}j∈Z ∈ `2
 ,

and thus the affine frame operator Q0 on the zeroth scale level is the projection
operator on W0, i.e., Q2

0 = Q0. The interested reader is referred to [2] for a study of
closedness of the space generated by `p linear combinations, 1 ≤ p ≤ ∞, of integer
shifts in general.

For functions Ψ = {ψ1, . . . , ψL} ⊂ L2 and b 6= 0, it is easy to check that
Fb−1 = {M j/2ψl(M j · −kb) : j, k ∈ Z, l = 1, . . . , L} is a tight frame of L2 if
and only if {M j/2ψl,b(M j · −k) : j, k ∈ Z, l = 1, . . . , L} is a tight frame of L2,
where ψl,b = b1/2ψl(b·). Let N0 be a positive integer with gcd(N0,M) = 1. Then
for any tight affine frame Ψ = {ψ1, . . . , ψL} of L2, it follows from Theorem B that
{M j/2ψl,N−1

0
(M j ·−k) : j, k ∈ Z, l = 1, . . . , L} is also a tight frame of L2. Therefore

this, together with Theorem 1, give the following extension of Theorem 1.

Theorem 2. Let 2 ≤M ∈ Z and assume that Ψ = {ψ1, . . . , ψL} ⊂ L2 generates a
tight affine frame F1 in (1) of L2 with frame constant A > 0. Consider 1 ≤ N0 ∈ Z
with gcd(N0,M) = 1, and 2 ≤ m ≤ M with gcd(m,M) = m. Then the following
statements are equivalent:

(i) FmN0 in (11) is a tight frame of L2;

(ii)
∑L

l=1 ψ̂l(ω)ψ̂l(ω + 2dN0π) = 0 a.e. ω ∈ R, for all d ∈ Z\mZ;
(iii) the operator Q0,N0 in (4), with n = N0, is shift-invariant with respect to

(mN0)−1Z, i.e.,

τk/(mN0)Q0,N0 = Q0,N0τk/(mN0) for all k ∈ Z;(16)

(iv) Q0,mN0 = mQ0,N0;
(v) there exists some 2π-periodic unitary matrix A(ω) of dimension L such that

e−iω/(mN0)Φ̂(ω) = A(ω/N0)Φ̂(ω) a.e. ω ∈ R,(17)

where Φ = [ψ1 . . . ψL]T is the column vector of the functions in Ψ.

By applying (7) and (iii) of Theorem 2, we also have the following result for
tightness of shifted affine frames.

Corollary 1. Let M,m and N0 be as in Theorem 2. If both F1 and FmN0 are
tight frames of L2, then for any integer s, {M j/2ψl(M j ·−k/N0−s/(mN0)) : j, k ∈
Z, l = 1, . . . , L} is also a tight frame of L2.
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Note that for the case where b−1 ∈ Z is a factor of na, condition (10) is equivalent
to

L∑
l=1

∞∑
j=1

ψ̂l(n
j
aω)ψ̂l(nja(ω + 2πd))

+
L∑
l=1

ψ̂l(ω)ψ̂l(ω + 2πd)δd,b−1Z = 0 a.e. ω ∈ R

(18)

for all d ∈ Z\naZ, where we set δd,b−1Z = 1 for d ∈ b−1Z and δd,b−1Z = 0 otherwise.
Then by (18), Theorem A, and Theorem 1, we have the following result about
preservation of tightness for oversampling affine frames with dilation a that satisfies
(8) and with m being a factor of na.

Theorem 3. Let a > 1 satisfy (8), m|na, and assume that {aj/2ψl(aj ·−k) : j, k ∈
Z, l = 1, . . . , L} is a tight frame of L2. Set Φ = [ψ1 . . . ψL]T . Then the following
statements are equivalent:

(i) {aj/2ψl(aj · −k/m) : j, k ∈ Z, l = 1, . . . , L} is a tight frame of L2;
(ii)

L∑
l=1

ψ̂l(ω)ψ̂l(ω + 2πd) = 0 a.e. ω ∈ R,

for all d ∈ Z\mZ;
(iii) Q0 is shift-invariant with respect to 1

mZ;
(iv) Q0,m = mQ0;
(v) there exists some 2π-periodic unitary matrix A(ω) of dimension L such that

e−iω/mΦ̂(ω) = A(ω)Φ̂(ω) a.e. ω ∈ R.

For the case b−1 = nγam ∈ Z with 0 ≤ γ ∈ Z and m|na, it is easy to check that
condition (10) is equivalent to

L∑
l=1

∞∑
j=γ+1

ψ̂l(n
j
aω)ψ̂l(nja(ω + 2πd))

+
L∑
l=1

ψ̂l(n
γ
aω)ψ̂l(nγa(ω + 2πd))δd,mZ = 0 a.e.

(19)

for all d ∈ Z\naZ. This together with (7) give the following extension of the
equivalence of (i) and (iv) in Theorem 1.

Theorem 4. Let 2 ≤ M ∈ Z, 0 ≤ γ ∈ Z, 2 ≤ m ≤ M with gcd(m,M) = m, and
assume that Ψ = {ψ1, . . . , ψL} ⊂ L2 generates a tight affine frame F1 in (1) of L2.
Then FMγm in (11) is a tight frame of L2 if and only if

Q0,Mγm = MγmDγQ0D−γ(20)

+m
γ−1∑
j=0

M j(DjQ0,Mγ−jD−j −Dj+1Q0,Mγ−jD−j−1).
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2. Preliminary results

Given a measurable set E, we let M(E, `0) be the space of all sequences
{αn(ω)}∞n=−∞ of measurable functions on E, such that for almost all ω ∈ E,
αn(ω) = 0 for all but finitely many n ∈ Z, i.e.,⋃

N≥1

( ⋂
|n|≥N

{ω ∈ E : αn(ω) = 0}
)

= E.

Here, we say that two measurable sets A and B are equal, denoted by A = B, if
both A\B and B\A have zero Lebesgue measure. For a sequence X = {xn(ω) ∈
CL}∞n=−∞ of vector-valued measurable functions on a measurable set E, let

S(E,X) :=
{ ∞∑
n=−∞

αn(ω)xn(ω) : {αn(ω)}∞n=−∞ ∈M(E, `0)
}
.

We remark that S(E,X) is well defined since the summation for n in the definition
is taken over a finite set for almost all ω ∈ E.

For the proof of Theorem 1, we need the following technical lemma.

Lemma 1. Let 1 ≤ L ∈ Z, let E be a measurable set, and let X = {xn(ω)}∞n=−∞
be a sequence of vector-valued measurable functions xn(ω) ∈ CL, n ∈ Z, on E.
Then there exists an L-dimensional square matrix P (ω) of measurable functions on
E such that

P (ω)v ∈ S(E,X) for all v ∈ CL,(21)

P (ω)T = P (ω), P (ω)2 = P (ω) a.e. ω ∈ E,(22)

and

xn(ω) = P (ω)xn(ω) a.e. ω ∈ E for all n ∈ Z.(23)

In order to prove Lemma 1, we need the following result.

Lemma 2. Let Y = {yn(ω)}∞n=−∞ and Z = {zn(ω)}∞n=−∞ be sequences of vector-
valued measurable functions on a measurable set E. If zn(ω) ∈ S(E, Y ) for all
n ∈ Z, then S(E,Z) ⊂ S(E, Y ).

Proof. Write

zn(ω) =
∞∑

k=−∞
βn,k(ω)yk(ω)

with {βn,k(ω)}∞k=−∞ ∈M(E, `0) for all n ∈ Z. Then for any sequence {αn(ω)}∞n=−∞
of measurable functions in M(E, `0), we have

∞∑
n=−∞

αn(ω)zn(ω) =
∞∑

k=−∞
γk(ω)yk(ω)

where γk(ω) =
∑∞

n=−∞ αn(ω)βn,k(ω). Therefore, it suffices to show that

{γk(ω)}∞k=−∞ ∈M(E, `0).(24)

For any 0 < C ∈ R, n ∈ Z, and 1 ≤ N,K ∈ Z, set

EC,K := {ω ∈ E : |ω| ≤ C and γk(ω) = 0 for all |k| ≥ K},
FC,N := {ω ∈ E : |ω| ≤ C and αn(ω) = 0 for all |n| ≥ N},
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and

GC,n,K := {ω ∈ E : |ω| ≤ C and βn,k(ω) = 0 for all |k| ≥ K}.

It is easy to see that for any 1 ≤ K,N ∈ Z and 0 < C ∈ R,

FC,N ∩ (
⋂

|n|≤N−1

GC,n,K) ⊂ EC,K .(25)

By the definition of M(E, `0), the proof of (24) reduces to the existence of an integer
1 ≤ K1 = K1(ε, C) for any pre-assigned positive constants ε and C, such that

meas((E ∩ {ω : |ω| ≤ C})\EC,K1) < ε,(26)

where meas(A) denotes the Lebesgue measure of a measurable set A. Since

{αn(ω)}∞n=−∞ ∈M(E, `0),

there exists an integer N1 ≥ 1 such that

meas((E ∩ {ω : |ω| ≤ C})\FC,N1) < ε/3.(27)

From the assumption {βn,k(ω)}∞k=−∞ ∈ M(E, `0) for any n ∈ Z, we may find an
integer K1 ≥ 1 so that

meas((E ∩ {ω : |ω| ≤ C})\GC,n,K1) < ε/(3N1)(28)

for all n ∈ Z with |n| ≤ N1 − 1. Hence, (26) follows from (25), (27), and (28).

Proof of Lemma 1. Set x0,n(ω) = xn(ω), n ∈ Z, and X0 = X , and define induc-
tively, el(ω) and Xl = {xl,n(ω)}∞n=−∞, 1 ≤ l ≤ L, by

el(ω) =
{
xl−1,I(Xl−1)(ω)(ω)/|xl−1,I(Xl−1)(ω)(ω)| if ω ∈ E\El−1,
0 if ω ∈ El−1,

(29)

and

xl,n(ω) = xl−1,n(ω)− el(ω)el(ω)
T
xl−1,n(ω), n ∈ Z,(30)

where

El−1 = {ω ∈ E : xl−1,n(ω) = 0 for all n ∈ Z},(31)

and where I(Xl−1)(ω) is an integer-valued measurable function of ω ∈ E, so chosen
that

xl−1,I(Xl−1)(ω)(ω) 6= 0 for any ω ∈ E\El−1.(32)

For instance, given a sequence Y = {yn(ω)}∞−∞ of measurable functions, for any
ω ∈

⋃∞
n=−∞ supp yn, we may choose I(Y )(ω) to be the smallest integer n such that

yn(ω) 6= 0 and |yn′(ω)| = 0 for all n′ ∈ Z with |n′| < |n|.
Now by (29), (30), and (31), we see that for any 1 ≤ l ≤ L and n ∈ Z, el(ω)

and xl,n(ω) are measurable functions on E, el(ω), xl,n(ω) ∈ S(E,Xl−1), and
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xl,n(ω)
T
el(ω) = 0. This together with Lemma 2 leads to

S(E,XL) ⊂ S(E,XL−1) ⊂ . . . ⊂ S(E,X1) ⊂ S(E,X),(33)

and for all 1 ≤ l ≤ L,

el(ω) ∈ S(E,X)(34)

and

y(ω)
T
el(ω) = 0 for all y(ω) ∈ S(E,Xl).(35)

By (29), (32), (33), and (35), we obtain

el(ω)
T
el′(ω) =

{
χE\El−1(ω) if l = l′,
0 if l 6= l′.

(36)

Hence from (34) and (36), we see that the choice of

P (ω) =
L∑
l=1

el(ω)el(ω)
T

gives (21) and (22). To verify (23), we set

EL = {ω ∈ E : xL,n(ω) = 0 for all n ∈ Z},

and observe that this set contains the sets introduced in (31), namely,

E0 ⊂ E1 ⊂ · · · ⊂ EL−1 ⊂ EL.

Therefore by (36), we have

Q(ω)
T
Q(ω) = IL a.e. ω ∈ E\EL,(37)

where the L-dimensional square matrix Q(ω) of measurable functions is defined by

Q(ω) = [e1(ω) . . . eL(ω)]. It is easy to see that P (ω) = Q(ω)Q(ω)
T

which, together
with (37), leads to

P (ω) = IL a.e. ω ∈ E\EL.(38)

By (30) and (36), we obtain

xL,n(ω) = xn(ω)−
L∑
l=1

el(ω)el(ω)
T
xl−1,n(ω)(39)

= xn(ω)− P (ω)xn(ω) a.e. ω ∈ E.

Thus, combining (38) and (39), we have

xL,n(ω) ≡ 0 a.e. ω ∈ E\EL for all n ∈ Z.

This, together with (39) and the definition of the set EL, imply (23).
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3. Proof of the main results

We only give the proof of Theorem 1, since the other three theorems and Corol-
lary 1 follow accordingly. We divide the proof of Theorem 1 into the following steps:
(i)=⇒ (ii)=⇒(iii)=⇒(iv)=⇒(i), and (v)=⇒(ii)=⇒(v). The proof of (ii)=⇒(v) is the
most technical part in our proof, and will be dealt with last.

Set G = {ψl(· − n/m) : 1 ≤ l ≤ L, 0 ≤ n ≤ m − 1}. Then for Fm in (11), we
have

Fm = {M j/2g(M j · −k) : g ∈ G, j, k ∈ Z}.(40)

By direct computation, we obtain∑
g∈G

∑
j∈Z

|ĝ(M jω)|2 = m

L∑
l=1

∑
j∈Z

|ψ̂l(M jω)|2,

and for all integers d,∑
g∈G

∞∑
j=0

ĝ(M jω)ĝ(M j(ω + 2πd))(41)

=
m−1∑
n=0

L∑
l=1

∞∑
j=0

ψ̂l(M jω)ψ̂l(M j(ω + 2πd))ei2πdnM
j/m

= m

L∑
l=1

∞∑
j=1

ψ̂l(M jω)ψ̂l(M j(ω + 2πd)) +m

L∑
l=1

ψ̂l(ω)ψ̂l(ω + 2πd)δd,mZ.

Therefore, by (40), (41), the assumption (i), and Theorem A, we have

L∑
l=1

∞∑
j=1

ψ̂l(M jω)ψ̂l(M j(ω + 2πd)) +
L∑
l=1

ψ̂l(ω)ψ̂l(ω + 2πd)δd,mZ = 0

(42)

for any d ∈ Z\MZ. Similarly by Theorem A, (40) and (41) with m = 1, and the
assumption that F1 is a tight frame of L2, we also have

L∑
l=1

∞∑
j=0

ψ̂l(M jω)ψ̂l(M j(ω + 2πd)) = 0(43)

for any d ∈ Z\MZ. Hence (ii) follows from (42) and (43).
Taking the Fourier transform on both sides of (4) leads to

(Q0f)∧(ω) =
L∑
l=1

∑
k∈Z

f̂(ω + 2kπ)ψ̂l(ω + 2kπ)ψ̂l(ω), j ≥ 0.

Hence, for any f ∈ L2 and d ∈ Z,

(τd/mQ0τ−d/mf −Q0f)∧(ω)

=
L∑
l=1

∑
k∈Z

f̂(ω + 2kπ)ψ̂l(ω + 2kπ)ψ̂l(ω)(e2idkπ/m − 1).

This, together with assumption (ii), lead to the shift-invariance of the operator Q0

with respect to 1
mZ, and this establishes (ii)=⇒(iii).
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To prove (iii)=⇒(iv), note that

Q0,m =
m−1∑
k=0

τk/mQ0τ−k/m(44)

from its definition (4). Hence (iv) follows from (14) and (44).
To prove (iv)=⇒(i), note that since F1 is a tight frame, the function H in (3) is

bounded. Therefore by (7), Fm in (11) is a tight frame if and only if∑
j∈Z

D−jQ0,mDj = AI(45)

for some positive constant A. Hence (i) follows from (45), the tight frame assump-
tion on F1, and the hypothesis Q0,m = mQ0.

Let (v) be satisfied. Then we have

ei(ω+2πd)/mΦ̂(ω + 2dπ) = A(ω)Φ̂(ω + 2dπ)

for any integer d. Thus,

e2diπ/mΦ̂(ω)T Φ̂(ω + 2πd) = Φ̂(ω)T A(ω)TA(ω)Φ̂(ω + 2πd)

= Φ̂(ω)T Φ̂(ω + 2πd),

which implies (ii).
Finally, we come to the proof of (ii)=⇒(v). Let P (ω) be the L-dimensional square

matrix of measurable functions on [−mπ,mπ) in Lemma 1, with E = [−mπ,mπ)
and X = {Φ̂(ω + 2mnπ)}∞n=−∞. For notational convenience, we denote the 2mπ-
periodization of P (ω) again by P (ω). Then by Lemma 1, we have

P (ω)v ∈ S(R,Gm) for all v ∈ CL,(46)

P (ω + 2mπ) = P (ω), P (ω)T = P (ω), P (ω)2 = P (ω) a.e. ω ∈ R,
(47)

and

Φ̂(ω) = P (ω)Φ̂(ω) a.e. ω ∈ R,(48)

where Gm = {Φ̂(ω + 2mnπ)}∞n=−∞. By (46) and assumption (ii), we obtain

P (ω)TP (ω + 2dπ) = 0 for all d ∈ Z\mZ.(49)

Therefore, the function

A(ω) := IL +
m−1∑
d=0

(ei(ω+2πd)/m − 1)P (ω + 2πd)
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is an L-dimensional square matrix of measurable functions that satisfies A(ω+ 2π)
= A(ω) by (47), and

A(ω)TA(ω)

= IL +
m−1∑
d=0

(ei(ω+2πd)/m − 1)P (ω + 2πd) +
m−1∑
d=0

(e−i(ω+2πd)/m − 1)P (ω + 2πd)T

+
(m−1∑
d=0

(e−i(ω+2πd)/m − 1)P (ω + 2πd)T
)

×
(m−1∑
d=0

(ei(ω+2πd)/m − 1)P (ω + 2πd)
)

= IL +
m−1∑
d=0

(ei(ω+2πd)/m − 1)P (ω + 2πd) +
m−1∑
d=0

(e−i(ω+2πd)/m − 1)P (ω + 2πd)

+
m−1∑
d=0

(e−i(ω+2πd)/m − 1)× (ei(ω+2πd)/m − 1)P (ω + 2dπ)

= IL,

where we have used (47) and (49) to obtain the second equality. Moreover, by (47),
(48), and (49), we get

A(ω)Φ̂(ω) = Φ̂(ω) +
m−1∑
d=0

(ei(ω+2πd)/m − 1)P (ω + 2πd)Φ̂(ω)

= Φ̂(ω) +
m−1∑
d=0

(ei(ω+2πd)/m − 1)P (ω + 2πd)TP (ω)Φ̂(ω)

= eiω/mΦ̂(ω).

This completes the proof of (v), and hence Theorem 1.
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