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Voltage-tunable plasmon resonances in the two-dimensional electron gas �2DEG� of a high electron
mobility transistor �HEMT� fabricated from the InGaAs/InP materials system are reported. The
device was fabricated from a commercial HEMT wafer by depositing source and drain contacts
using standard photolithography and a semitransparent gate contact that consisted of a 0.5 �m
period transmission grating formed by electron-beam lithography. Narrow-band resonant absorption
of terahertz radiation was observed in transmission in the frequency range of 10–50 cm−1. The
resonance frequency depends on the gate-tuned sheet charge density of the 2DEG. The observed
separation of resonance fundamental from its harmonics and their shift with gate bias are compared
with theory. © 2009 American Institute of Physics. �DOI: 10.1063/1.3129319�

I. INTRODUCTION

Resonant absorption of terahertz radiation by plasma os-
cillations in two-dimensional electron gases �2DEGs�1,2 can
affect source-drain conductance, a photoresponse that is the
basis for proposed frequency-agile terahertz detectors.3 Sheet
charge density and the characteristic length scale of the gate
metallization determine the plasmon resonance frequency.
Gate bias control of the sheet charge density allows continu-
ous tuning of the resonance over a wide range.

Figure 1 presents a schematic of the plasmon excitation
mechanism in a high-electron mobility transistor �HEMT� by
a metallic transmission grating that also serves as the gate
contact. The terahertz wave is incident along the surface nor-
mal. Figure 1 presents only the electric field component that
is polarized perpendicular to the grating stripes. The tera-
hertz wavelength is much larger than the grating period a,
which in turn much exceeds the distance d between grating
and 2DEG. The grating becomes polarized by the terahertz
field due to the strongly modulated conductivity normal to
the grating stripes. This gives rise to local fields having the
period of the grating. In Fig. 1 field lines are drawn sche-
matically to suggest these local fields. �This schematic rep-
resentation ignores the distortion by the underlying 2D con-
ducting layer and also by any ultrathin metallization that may
be present between the stripes.� These local fields couple to
the 2DEG and excite 2D plasmons. The grating period there-
fore defines the wavevector of the excited plasmon. The
resonance frequency is determined from the plasmon
wavevector and the plasmon dispersion relation.

A variety of materials systems such as GaAs/AlGaAs,3

InGaP/InGaAs/GaAs,4 GaN/AlGaN,2,5 and Si �Ref. 1� have
been explored, all except the last forming high electron mo-
bility transistors �HEMTs� while the Si system was a metal-
oxide-semiconductor field-effect transistor �MOSFET�. This
paper reports terahertz plasma resonances in a HEMT fabri-
cated in the InGaAs/InP system, which features high sheet

charge density and low electron effective mass. Thus, for the
same feature size, this material system has potential to real-
ize fundamental plasmon resonances at wavelengths shorter
than those previously obtainable in Si �Ref. 1� or GaAs.3

II. THEORETICAL CONSIDERATIONS

Calculation of resonance frequencies and terahertz ab-
sorption spectra requires �among other material parameters�
knowledge of the sheet charge density ns and the temperature
dependent relaxation time �. Both are accessible from elec-
trical characterization of the actual fabricated devices. Mea-
sured IV curves determine the source-drain saturation current
Isat as a function of gate bias Vg and temperature, according
to6

Isat = ensvsW���1 + �2� − �� , �1�

where vs is the saturation velocity, e is the elemental charge,
W is the gate width, and

� =
��o�sL

qns�d
. �2�

In Eq. �2�, � is the relative permittivity in the quantum well,
�0 is the permittivity of free space, � is the mobility, and L is
the gate length �source to drain separation�. Also,
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FIG. 1. Schematic of device. The incident terahertz field polarizes the grat-
ing, giving rise to local fields that excite plasmons in the 2DEG.
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ns = �t�0
�Vg − Vt�

ed
, �3�

where Vg is the gate bias, �t is the relative permittivity of the
material that separates the gate metal from the quantum well,
and the threshold voltage is

Vt = �b − Ec −
endd

�0�t
, �4�

where �b is the gate Schottky contact barrier height. For
metal on III-V compounds we have typically �b=0.7 eV. To
determine �t, we note that the permittivity of semiconductor
alloy A1−xBx is determined from the permittivities �A and �B

of the end members A and B according to

�AB = �1 − x��A + x�B − x�1 − x� , �5�

for both InGaAs and InAlAs.7,8 The conduction band offset
Ec=0.384+0.254x when the In mole fraction x is less than
54%.9 The channel in our device �Fig. 2� has x=0.53, giving
Ec=0.52 eV. In Eq. �4� nd is the temperature dependent car-
rier concentration in the absence of a quantum well. At room
temperature, nd is nominally the delta-doping donor concen-
tration.

Combining Eqs. �1�–�4�, one sees that measured Isat ver-
sus Vg curves depend on parameters � and nd, which may be
determined from a fit to the data, all other factors considered
as known. These � and nd values can then be used to deter-
mine the 2DEG sheet charge density ns �Eqs. �3� and �4�� and
relaxation time �=m�� /e needed to calculate plasmon reso-
nance frequencies and absorption-line spectra. �Here, m� is
the effective electron mass.�

The dispersion relation for plasmons in a 2DEG is1

� =��nse
2

m� �� gp

�o��b + �t Coth�gpd��	 , �6�

where �b is the relative permittivity of the material below the
2DEG and gp is the plasmon wavevector, which can take
discrete values 2�p /a, where a is the grating period. To
obtain the highest fundamental plasmon frequencies, short
grating periods, high sheet charge density, and a small effec-
tive mass are desired. For our a and d values, the hyperbolic
cotangent in the denominator of Eq. �6� decreases strongly
with p for small p, leading to frequencies for the low har-
monics that increase more rapidly than the square root of the
resonance order.

Equation �6� gives no information concerning the effects
of temperature, grating geometry, or material parameters on
the strength and spectral shape of the resonant absorption.
For this we use the theory of Ref. 10, which treats the exci-
tation of 2D plasmons by local fields that arise from polar-
ization of the grating by the external terahertz field. Figure 1
presents a schematic of the device geometry. The transmit-
tance T of unpolarized light is

�Ty + Tz�/2, �7�

where Ty �in Gaussian units� is

Ty = ��b
 2

1 + ��b + 	yy
4�

c



2

, �8�

and Tz is obtained by substituting z for the y subscript. The
complex yy-component of the conductivity tensor is

	yy = 
��� + 
yy
g , �9�

while the zz-component is given by

	zz = 
��� + �
zz
g � , �10�

where � � indicates a spatial average, and 
��� is the conduc-
tivity associated with the 2DEG only. The second terms in
Eqs. �9� and �10� are components of the grating conductivity
tensor and are hence labeled by the superscript g. The 
yy

g is
associated with transverse grating currents, which give rise
to the grating polarization and local fields that interact with
the 2DEG. The �
zz

g� is independent of the 2DEG because of
the lack of fringing field components polarized in the
z-direction. All off-diagonal components of 
 vanish in the
absence of a magnetic field.

The frequency dependent conductivity of the 2DEG is


��� =
nse

2�

m��1 + �2�2�
. �11�

Following the example of Ref. 10, we take � to be the Drude
relaxation time determined from the mobility. The last term
of Eq. �9� is treated �in the perturbative approximation� as in
Ref. 10 in terms of the resistivity tensor, according to which


yy
g =

1

���
− 


m�0
� �̃�m�

���
�2Fm

2
, �12�

where ��� is the spatially averaged 2D resistivity of the grat-
ing, �̃�m� is the mth Fourier coefficient in the cosine expan-
sion of the yy-component for the grating resistivity tensor
given by

�̃�m� =
2

�m
��h − �l�sin

�tm

a
, �13�

and

Semi-insulating InP substrate

3000Å In 0.52 Al0.48As Buffer Undoped

400 Å In0.53Ga0.47As Channel

45Å In 0.52 Al0.48As Set Back Undoped

250 Å In 0.53 Ga0.47As 4x1018 cm-3 Cap

200 Å In 0.52 Al0.48As Si doped 4.0x10 12cm-3

200 Å In 0.52 Al0.48As Undoped

FIG. 2. MBE grown epilayer structure used for fabrication of the HEMT.
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Fp = �i�/4�gp��1 + �tCoth�gpd�

+
�b

2�1 − Coth2�gpd��
4�i

�
gp
��� + �b + �tCoth�gpd�� . �14�

Following Ref. 10, the sum of Eq. �12� is truncated after m
=10.

III. EXPERIMENTAL DETAILS

The molecular beam epitaxy �MBE� grown epitaxial
layer structure for the device of this work is shown in Fig. 2.
The 100 mm diameter wafer is commercial HEMT material
purchased from IQE. The 25 nm thick cap is removed before
gate metallization using a 27:1 selective etch, putting the
2DEG in the InGaAs channel at a distance d=44.5 nm be-
low the gate.

Figure 3 presents a scanning electron micrograph of the
device metallization, which is that of a typical HEMT with a
few notable exceptions. To maximize optical throughput at
the expense of device switching speed, the gate was made
rather large, with length L=195 �m and width W
=250 �m. Also, the metallization of the entire 3.5

3.5 mm2 die is designed such that any incident radiation
can only pass through the gated area. An interlevel dielectric
of B-staged bisbenzocyclobutane-based �BCB� polymer was
used throughout the fabrication process so that all metal lay-
ers could overlap each other to block light transmission out-
side the gate while maintaining electrical isolation. With the
addition of a metal layer around the entire device, the gate
acts as an aperture for a detector placed behind the device
during spectroscopic characterization. Fabrication was un-
dertaken using standard optical contact lithography and a
combination of wet chemical etching for the semiconductor
and dry etching for the BCB dielectric. No BCB was left
over the gate opening in order to maximize optical through-
put. After removal of the InGaAs cap in the gate region, the
gate/grating was formed in two steps. A thin Ti layer �7.5

nm� was first evaporated over the entire patterned gate area.
This thickness is sufficiently less than the terahertz skin
depth to allow for transmittance measurements. It was made
continuous in order to achieve the most uniform gate control
of the 2DEG sheet charge. The gate/grating was then fabri-
cated using e-beam lithography. After spin coating with posi-
tive tone PMMA, 30 keV electrons were used to pattern
grating stripes with a period of 0.5 �m. A metal stack of 150
Å/1000 Å Ti/Au was then evaporated and lifted, completing
the fabrication of the grating gate. The Fig. 3 inset presents a
higher magnification image of the gate/grating metallization.

Room temperature Hall measurements were performed
on the Fig. 2 structure. In this case, the InGaAs cap was first
removed by chemical etching and the material cleaved into a
square. Ohmic contacts were added to the four corners of the
square with In solder to facilitate the Hall measurements.
Temperature dependent transport measurements were per-
formed in a closed cycle cryostat with silicon diode tempera-
ture sensor.

For spectroscopic characterization, the device is
mounted at the end of the light baffle within the helium
cryostat of a 4 K silicon bolometer �IR laboratories�. Since
the device is not in direct contact with the 4 K cold plate, and
is further thermally isolated by being mounted on a disk of
printed-circuit board material, its temperature is somewhat
elevated, probably above 12 K as deduced below. The open-
ing to the bolometer is carefully screened so that all radiation
reaching the bolometer must have passed through the gate
region of the device. The sample is mounted in this uncon-
ventional way to achieve close coupling of the bolometer to
the sample, since diffraction by the subwavelength gate ap-
erture leads to rapid divergence of the beam and low
throughput. The bolometer then records the modulated light
from a Fourier spectrometer in the 10–50 cm−1 range using
a 50 �m mylar pellicle beamsplitter and Hg arc lamp. With
a wire-grid on polyethylene polarizer, a strong polarization
effect is observed, confirming that the bulk of the recorded
signal has passed through the grating gate. When the electric
field vector is parallel to the direction of the grating lines, no
transmitted signal could be detected. When the electric field
vector is rotated to be perpendicular to the grating lines,
sufficient signal is transmitted to record a power spectrum.

IV. RESULTS

Measured IV curves are presented in Figs. 4 and 5. The
inset of Fig. 4 presents a schematic of how the device was
wired for the IV measurements. Gate voltages Vg and source
voltage Vs are referenced to the drain, which is grounded.
Figure 4 presents a family of transfer curves �Isd versus Vg�
indicating proper gate control. At room temperature, Isd is
pinched off at about Vg=−400 mV, while at 22 K this occurs
around �200 mV. Figure 5 presents a family of Isd versus Vs

curves at room temperature and at 22 K for Vg in the range
from 0 to �0.4 V. At Vs values in the range 100–200 mV, Isd

saturates.
Figure 6 presents the saturation current versus Vg for

three temperatures. Here the decreasing Vg required for
pinch-off as temperature is decreased is evident. Fits of Eqs.

FIG. 3. SEM micrograph of device. The large pads on the left of the image
are for wire bonding. The inset is a blowup of the gate region, showing the
grating metallization.
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�1�–�4� to the data are also plotted, and the fitting parameters
� and nd are tabulated in the inset for the three temperatures.
In these fits, the In mole fraction x=0.532, vs=1.6

105 m /s, �t=12.24, and �b=13.65. �Permittivities were
calculated from Eq. �5� using �AlAs=10.2, �InAs=14.6, and
�GaAs=13.1.� An effective mass m�=0.043 is taken for the
electrons in the InGaAs channel,11 although the actual value
may be as much as 50% higher due to wave-function bleed-
ing into the InAlAs barrier material.12 We note that the room
temperature zero-bias value of mobility, �=7250 cm2 /V s
is smaller than both our own Hall value of 11 331 cm2 /V s
and that specified by the manufacture of 10 100 cm2 /V s.
Saturation current and Hall measurements are performed for
very different biasing conditions, which can easily explain
the difference. The nd value of 9.3
1011 cm−2 is �4
 less
than the nominal delta-doping level value of 4
1012 cm−2.

From the mobility values, relaxation times 0.18, 0.44,
and 0.60 ps at 300, 22, and 12 K are found, respectively.
They do not follow the T3/2 dependence13 one expects from
temperature dependent phonon scattering, suggesting that
temperature-independent impurity, alloy, or interface scatter-
ing are important. Thus, the plasmon resonance line width is
not expected to decrease continuously with decreasing tem-
perature.

Figure 7 presents plasmon resonance frequencies calcu-
lated from Eq. �6� using a=0.5 �m. The p values indicate
fundamental and harmonics. The ns values at zero gate bias

determined from Eqs. �3� and �4� using nd values from Fig. 6
are indicated by symbols in Fig. 7 for three temperatures.
These results indicate a fundamental frequency of 56.3 cm−1

at 22 K and Vg=0. Our room temperature Hall data indicate
a sheet charge density of 1.17
1012 cm−2, which is 40%
higher than the 6.7
1011 cm−2 value obtained from the Isat

curve fitting. For the Isd sat measurements, the added gate
contact might slightly increase the surface depletion.

Figure 8 presents transmission spectra calculated for T
=22 K, where ns values are 4.6, 3.0, and 1.5
1011 cm−2 at
Vg=0, �0.1, and �0.2 V, respectively. A grating duty cycle
t /a=0.8 was taken according to Fig. 3. All spectra presented
in Fig. 8 have been divided by a calculated spectrum with
t /a=1, �i.e., with no grating� to divide out the strong base-
line slope caused by free carrier absorption. A strong funda-
mental resonance is observed with weaker higher order reso-
nances also present. All peaks shift to lower wavenumber
with negative gate bias. The higher order resonances shift
faster, so that the spacing between resonances decreases. The
lines also become weaker as ns is depleted.

Figure 9 presents experimental spectra of transmitted in-
tensity for different applied gate voltages with both source
and drain grounded. There are strong rapid oscillations due
to Fabry–Pérot resonance in the plane-parallel semiconduc-
tor substrate. At certain wavenumber positions indicated by
arrows, we observe a near cancellation of the oscillations,
indicating that the sample is absorbing at these wavenum-
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bers. �That some of the signal is negative and that some
absorption peaks appear with the wrong sign is attributed to
the extremely weak throughput leading to poor phase correc-
tion of the single-sided interferogram.� For zero gate bias,
two absorption resonances are observed, and by Vg=
−0.2 V, a third absorption feature has emerged into the high
end of the spectral range of the experiment. As negative gate
voltage is applied, all features shift to lower wavenumbers
and converge, in qualitative agreement with the calculated
spectra �Fig. 8�. Also in agreement with the calculated spec-
tra is the tendency for the lowest resonance to be stronger
than the higher ones. Hence we attribute these features to the
plasmon resonances.

Figure 10 compares the predicted resonance frequencies

�Eq. �6�, open symbols� versus Vg for two different tempera-
tures and for p=1, 2, and 3 harmonics with the experimental
observations �solid symbols�. We note that the observed reso-
nances occur at lower wavenumbers than predicted by a fac-
tor of up to �3. At 12 K, the sheet charge density is already
depleted at �0.2 V gate bias, according to our transport mea-
surements, but our experiment still gives evidence of plas-
mons. For this reason we believe that the sample temperature
exceeded 12 K during the transmission measurements.

V. DISCUSSION AND SUMMARY

We note two types of discrepancies between the calcu-
lated and observed resonances. These are in the ratios of the
higher resonance frequencies to the fundamental frequency
and in the absolute frequency values. According to Eq. �6�,
the ratios are affected only by the value of d /a and not by the
value of ns /m�. �Here, we consider the uncertainties in the
permittivities to be small, because all the end member values
used in Eq. �5� are similar.�

Calculated ratios �p :�1 from Eq. �6� with the nominal
d /a value are 1.6, 2.1, 2.4, and 2.7 for p=2,3 ,4 ,5, respec-
tively. The observed ratios �Fig. 9� are approximately
2.0�0.1 and 3.2, where the uncertainty quoted is due to
scatter when there is more than one data point. These ob-
served ratios are significantly higher than the calculated ones
for the same mode numbering.

If one supposes that only odd modes have been ob-
served, as was the case in Refs. 3 and 14, then the observed
ratio 2.0 agrees better with the calculated value for �3 /�1,
but then the observed ratio 3.2 is still significantly higher
than the calculated �5 /�1. Besides failing to give adequate
agreement in the ratios, exclusion of evenly numbered modes
is unphysical in the present case. In Refs. 3 and 14, the
grating duty cycle was 50%, and in that case the even-order
terms vanish from the Fourier expansion of the local fields,
so that even harmonics are not excited by them. The disap-
pearance of even modes for a 50% duty grating was clearly
demonstrated by calculation in Ref. 15. In the present work,
the grating duty was far from 50% �Fig. 3�, and even modes
are expected.

Closer agreement between calculated and observed ra-
tios is achieved by supposing a smaller d /a value. For suf-
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ficiently small d /a, the ratios increase linearly in p since then
the Coth term in Eq. �6� goes as 1 / p. This would give ratios
of 2 and 3 in close agreement with observations. Values of
d /a that achieve this are below �0.01, while the nominal
value was 0.089. Manufacturer-specified layer thicknesses
�Fig. 2� should be accurate, and selective etching and step
profiling support the nominal d value 44.5 nm. The a value
might be replaced by the gate-aperture dimension L as the
characteristic length that determines the plasmon wavevec-
tor, and since L exceeds a by 390-fold, such replacement is
beyond that necessary to achieve ratios going as p. However,
this replacement causes serious problems for the absolute
frequencies, as explained next.

The second type of discrepancy is that measured reso-
nances fall below the positions calculated using nominal pa-
rameter values. With the nominal zero-bias ns /m� value,
smaller calculated frequencies can be achieved by reducing d
or increasing a, �which also improves the ratios�. As indi-
cated above, replacing a by L puts the fundamental a factor
�250 below the lowest observed resonance, so that the ob-
served resonances would have to correspond to high orders,
leading again to ratio problems. This might be remedied by a
simultaneous 2502–fold increase in ns /m�, but such seems
unreasonable, as argued below. Instead, taking again the
nominal a and ns /m� values, fair agreement for both absolute
frequencies and their ratios is achieved by reducing d to
�5 nm. Although it seems unreasonable to reduce the gate-
2DEG distance so much, we note that this is approximately
the thickness of the undoped InAlAs setback above the
2DEG.

We next consider the probable uncertainty in ns /m�. We
have noted that the m� value could be 50% higher than the
nominal value due to wave function penetration into the bar-
rier material. IV measurement gave ns values using simpli-
fied equations that nevertheless should give a better than
order-of-magnitude estimate of ns. Independent Hall mea-
surement gave a 40% higher ns, but the very different geom-
etries of the HEMT and the Hall sample make this value of
questionable relevance. Capacitance versus voltage measure-
ments might have been used to estimate ns, but this tech-
nique was not used here because of ambiguities due to trap-
ping centers and the extent of dopant activation. All these
considerations suggest that the nominal ns /m� value is
known with better than order-of-magnitude accuracy.

It may be that the heavy doping of nearly half of the 44.5
nm of InAlAs layer has a significant effect unaccounted for

by the theory, which was developed for silicon MOSFETs
where the layer separating the gate from 2DEG is SiO2. Per-
haps the doping, which ends �5 nm above the 2DEG, gives
rise to an effective value for d of that magnitude. The modi-
fication of the Ref. 10 theory to account for the presence and
effects of unscreened ionized donor impurities on the fields
and charge distribution of the 2DEG is beyond the scope of
this paper, and we leave it as a question for theoreticians.

In summary, detection of 2D plasma oscillations in the
electron gas of an InGaAs/InP HEMT device has been re-
ported. This device utilizes grating coupling of incident ra-
diation to plasmon modes in the 2DEG. Such a device might
find application as a voltage-tunable band-blocking filter. Al-
ternatively, potential changes in device conductance caused
by resonant absorption might be used for tunable terahertz
detection.
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